Approximate Dynamic Programming Using Fluid and Diffusion Approximations with Applications to Power Management

Wei Chen, Dayu Huang, Ankur A. Kulkarni, Jayakrishnan Unnikrishnan
Quanyan Zhu, Prashant Mehta, Sean Meyn, and Adam Wierman

Abstract.
Neuro-dynamic programming is a class of powerful techniques for approximating the solution to dynamic programming equations. In their most computationally attractive formulations, these techniques provide the approximate solution only within a prescribed finite-dimensional function class. Thus, the question that always arises is how should the function class be chosen? The goal of this paper is to propose an approach using the solutions to associated fluid and diffusion approximations. In order to illustrate this approach, the paper focuses on an application to dynamic speed scaling for power management in computer processors.

1. Introduction. Stochastic dynamic programming based on controlled Markov chain models have become key tools for evaluating and designing communication, computer, and network applications. These tools have grown in popularity as computing power has increased. However, even with increasing computing power, it is often impossible to obtain exact solutions to dynamic programming problems. This is primarily due to the so-called “curse of dimensionality”, which refers to the fact that the complexity of dynamic programming equations often grows exponentially with the size of the underlying state space.

Recently though, the “curse of dimensionality” is slowly dissolving in the face of approximation techniques such as temporal difference learning (TD-learning) and Q-learning [8], which fall under the category of neuro-dynamic programming. These techniques are designed to approximate a solution to a dynamic programming equation within a prescribed finite-dimensional function class. A key determinant of the success of these techniques is the selection of this function class. Although this question has been considered in specific contexts in prior work, these solutions are often either “generic” or highly specific to the application at hand. For instance, in [29], a vector space of polynomial functions has been used for TD-learning, and a function class generated by a set of Gaussian densities is used in [18]. However, determining the appropriate function class for these techniques continues to be more of an art than a science.

1.1. Main contributions. The goal of this paper is to illustrate that a useful function class can be designed using solutions to highly idealized approximate models. Specifically, the value functions of the dynamic program obtained under fluid or diffusion approximations of the model can be used as basis functions that define the function class. This can be accomplished by first constructing a fluid or diffusion approximation of the model, and then solving (or approximating) the corresponding dynamic programming equation for the simpler system. The value functions of these simpler systems can then be used as some of the basis functions used to generate the function class used in the TD-learning and Q-learning algorithms.
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A significant contribution of this paper is to establish bounds on approximation error by exploiting the similarity between the dynamic programming equation for the MDP model and the corresponding dynamic programming equation for the fluid or diffusion model. The bounds are obtained through Taylor series approximations. A first-order Taylor series approximation is used in a comparison with the fluid model, and a second-order Taylor series is used when we come to the diffusion model approximation.

1.2. Dynamic speed scaling. An important tradeoff in modern computer system design is between reducing energy usage and maintaining good performance, in the sense of low delay. Dynamic speed scaling addresses this tradeoff by adjusting the processing speed in response to workload. Initially proposed for processor design [26], dynamic speed scaling is now commonly used in many chip designs, e.g. [1]. It has recently been applied in other areas such as wireless communication [34]. These techniques have been the focus of a growing body of analytic research [2–4,14,33].

For the purposes of this paper, dynamic speed scaling is simply a stochastic control problem – a single server queue with a controllable service rate – and the goal is to understand how to control the service rate in order to minimize a weighted sum of the energy cost and the delay cost.

Analysis of the fluid model provides a good fit to the solution to the average-cost dynamic programming equations, and subsequent analysis of the diffusion model provides further insight, leading to a two-dimensional basis for application in TD-learning. This educated choice for basis functions in TD-learning leads to fast convergence and almost insignificant Bellman error. A polynomial basis results in much poorer results – one example is illustrated in Fig. 4.6.

Although the paper focuses in large part on the application of TD-learning to the dynamic speed scaling problem, the approach presented in the paper is general: The use of fluid and diffusion approximations to provide an appropriate basis for Neurodynamic programming is broadly applicable to a wide variety of stochastic control problems.

1.3. Related work. Fluid-model approximations for value functions in network optimization is over fifteen years old [15,19,20,22], and these ideas have been applied in approximate dynamic programming [25, 30]. The same approach is used in [15] to obtain a TD-learning algorithm for variance reduction in simulation for network models.

The preliminary version of this work [13] and the related conference article [24] use these techniques for TD-learning, and motivate the approach through Taylor series approximations. In the present work, these arguments are refined to obtain explicit bounds on the Bellman error.

There is a large body of analytic work in the literature studying the dynamic speed scaling problem, beginning with Yao et al. [35]. Many focus on models with either a fixed power consumption budget [11,28,36] or job completion deadline [2,27]. In the case where the performance metric is the weighted sum of power consumption and delay (as in the current paper), a majority of prior research considers a deterministic, worst-case setting [2,4]. Most closely related to the current paper are [3,14,33], which consider the MDP described in (3.1). However, these papers do not consider the fluid or diffusion approximations of the speed scaling model; nor do they discuss the application of TD-learning.
1.4. Paper organization. The remainder of the paper is organized as follows. Some basics of optimal control theory is reviewed Sec. 2: Markov Decision Process (MDP) models and the associated average-cost optimality equations are reviewed, as well as approaches to neuro-dynamic programming for approximating the solution to these equations. This section also contains formulations of fluid and diffusion models, defined with respect to a general class of MDP models, along with results explaining why we can expect the solution to one dynamic programming equation might approximate the solution to another.

Sec. 3 contains application to the power management model, including explicit tight bounds on the Bellman error. These results are illustrated through simulation experiments in Sec. 4. Conclusions are contained in Sec. 5. The proofs of all the main results are relegated to the appendix.

2. Optimal Control. We begin with a review of Markov Decision Processes (MDPs). The appendix contains a summary of symbols and notation used in the paper.

2.1. Markov Decision Processes.

Dynamic programming equations. Throughout, we consider the following MDP model. The state space $X$ is taken to be $\mathbb{R}^\ell$, or a subset. Let $U \subset \mathbb{R}^\ell_u$ denote the action space, and $U(t) \in U$ denote the set of feasible inputs $u$ for $U(t)$ when $X(t) = x$. In addition there is an i.i.d. process $W$ evolving on $\mathbb{R}^w$ that represents a disturbance process. For a given initial condition $X(0) \in X$, and a sequence $U$ evolving on $U$, the state process $X$ evolves according to the recursion,

$$X(t + 1) = X(t) + f(X(t), U(t), W(t + 1)), \quad t \geq 0. \tag{2.1}$$

This defines a Markov Decision Process (MDP) with controlled transition law

$$P_u(x, A) := P\{x + f(x, u, W(1)) \in A\}, \quad A \in B(X).$$

The controlled transition law can be interpreted as a mapping from functions on $X$ to functions on the joint state-action space $X \times U$: For any function $h: X \to \mathbb{R}$ we denote,

$$P_u h(x) = E[h(X(t + 1)) | X(t) = x, U(t) = u]. \tag{2.2}$$

It is convenient to introduce a generator for the model,

$$D_u h(x) := E[h(X(t + 1)) - h(X(t)) | X(t) = x, U(t) = u]. \tag{2.3}$$

This is the most convenient bridge between the MDP model and any of its approximations.

A cost function $c: X \times U \to \mathbb{R}_+$ is given. For a given control sequence $U$ and initial condition $x = X(0)$, the average cost is given by,

$$\eta^U(x) = \limsup_{n \to \infty} \frac{1}{n} \sum_{t=0}^{n-1} E_x[c(X(t), U(t))], \tag{2.4}$$

where $E_x[h(X(t))] = E[h(X(t)) | X(0) = x]$. Our goal is to find an optimal control policy with respect to the average cost. The infimum over all $U$ is denoted $\eta^*$, which is assumed to be independent of $x$ for this model\footnote{For sufficient conditions see [6,9,19,20,22].}.
Under typical assumptions \[19,21\], an optimal policy achieving this minimal average cost can be obtained by solving the Average Cost Optimality Equation (ACOE):

\[
\min_{u \in U(x)} \left( c(x, u) + D_u h^*(x) \right) = \eta^*, \tag{2.5}
\]

where the generator \( D_u \) is defined in (2.3). The ACOE is a fixed point equation in the relative value function \( h^* \), and the optimal cost for the MDP \( \eta^* \) [22].

For any function \( h: \mathbb{X} \to \mathbb{R} \), the \((c, h)\)-myopic policy is defined as,

\[
\phi^h(x) \in \arg \min_{u \in U(x)} \left( c(x, u) + D_u h(x) \right). \tag{2.6}
\]

The optimal policy is a \((c, h^*)\)-myopic policy, which is any minimizer,

\[
\phi^*(x) \in \arg \min_{u \in U(x)} \left( c(x, u) + D_u h^*(x) \right). \tag{2.7}
\]

A related fixed point equation is Poisson’s equation. It is a degenerate version of the ACOE, in which the control policy is fixed. Assume a stationary policy \( \phi \) is given. Let \( D = D_\phi \) denote the resulting generator of the MDP, and \( c: \mathbb{X} \to \mathbb{R} \) a cost function. Poisson’s equation is defined as,

\[
c(x) + Dh(x) = \eta, \quad x \in \mathbb{X}, \tag{2.8}
\]

where \( \eta \) is the average cost defined in (2.4) with policy \( \phi \).

**Approximate dynamic programming.** Since solving the dynamic programming equation is complex due to the curse of dimensionality, we use approaches to approximate a solution to the dynamic programming equation. We review standard error criteria next.

The most natural error criterion is the direct error. Let \( h: \mathbb{X} \to \mathbb{R} \) be an approximation of \( h^* \). Define the direct error \( E_d \) as,

\[
E_d(x) := h^*(x) - h(x), \quad x \in \mathbb{X}. \tag{2.9}
\]

However, the direct error is not easy to calculate since \( h^* \) is not known.

Another common error criterion is the Bellman error. For given \( h: \mathbb{X} \to \mathbb{R} \), it is defined as,

\[
E_B(x) = \min_{u \in U(x)} \left( c(x, u) + D_u h(x) \right), \quad x \in \mathbb{X}. \tag{2.10}
\]

This is motivated by the associated perturbed cost function,

\[
c^h(x, u) = c(x, u) - E_B(x) + \eta, \tag{2.11}
\]

where \( \eta \in \mathbb{R}_+ \) is an arbitrary constant. The following proposition can be verified by substituting (2.11) into (2.10).

**Proposition 2.1.** The triplet \((c^h, h, \eta)\) satisfies the ACOE,

\[
\min_{u \in U(x)} \left( c^h(x, u) + D_u h(x) \right) = \eta. \]

\(\square\)
The solution of the ACOE may be viewed as defining a mapping from one function space to another. Specifically, it maps a cost function \( c : X \times U \rightarrow \mathbb{R}_+ \) to a pair \((h^*, \eta^*)\). Exact computation of the pair \((h^*, \eta^*)\) is notoriously difficult, even in simple models when the state space is large. However, a simpler problem is the inverse mapping problem: Given a function \( h \) and a constant \( \eta \), find a cost function \( c^h \) such that the triple \((c^h, h, \eta)\) satisfies the ACOE (2.5). The solution of this problem is known as inverse dynamic programming. If the function \( c^h \) approximates \( c \) then, subject to some technical conditions, the resulting \((c^h, h)\)-myopic policy will provide approximately optimal performance. Proposition 2.1 indicates that \( c^h \) defined in (2.11) is a solution to the inverse dynamic programming problem.

To evaluate how well \( c^h \) approximates \( c \), we define the normalized error,

\[
\mathcal{E}_c(x, u) = \frac{|c^h(x, u) - c(x, u)|}{c(x, u) + 1}, \quad x \in X, u \in U. \tag{2.12}
\]

If \( \mathcal{E}_c(x, u) \) is small for all \((x, u)\), then \( c^h \) is a good approximation of \( c \).

A bound on the Bellman error will imply a bound on the direct error under suitable assumptions. In most cases the relative value function may be expressed using the Stochastic Shortest Path (SSP) representation:

\[
h^*(x) = \min_U \mathbb{E}_x \left[ \sum_{t=0}^{\tau_x-1} (c^h(X(t), U(t)) - \eta^*) \right], \tag{2.13}
\]

where \( \tau_x = \min(t \geq 1 : X(t) = x^o) \) is the first return time to a state \( x^o \). Conditions under which the SSP representation holds are given in [6, 7, 19, 21, 22].

The following result establishes bounds on the direct error.

**Proposition 2.2.** Suppose that \( h^* \) and \( h \) each admit SSP representations. For the latter, this means that

\[
h(x) = \min_U \mathbb{E}_x \left[ \sum_{t=0}^{\tau_x-1} (c^h(X(t), U(t)) - \eta) \right],
\]

where \( c^h \) and \( \eta \) are defined in (2.11), and the corresponding policy is the \((c^h, h)\)-myopic policy. Then, the following upper and lower bounds hold for the direct error,

\[
\mathcal{E}_c(x) \geq \mathbb{E}_x^{\phi^*} \left[ \sum_{t=0}^{\tau_{x^o}-1} (\mathcal{E}_c(X(t)) - \eta^*) \right],
\]

\[
\mathcal{E}_c(x) \leq \mathbb{E}_x^{\phi^*} \left[ \sum_{t=0}^{\tau_{x^o}-1} (\mathcal{E}_c(X(t)) - \eta^*) \right].
\]

where \( \mathbb{E}_x^{\phi}[h(X(t))] \) denotes the expectation taken over the controlled Markov chain under policy \( \phi \). The bounds for the direct error in Proposition 2.2 are derived by using the Bellman error and the SSP representation. The details of the proof are given in Sec. B of the appendix.

**2.2. Neuro-dynamic programming.** Neuro-dynamic programming concerns approximation of dynamic programming equations through either simulation or through observations of input-output behavior in a physical system. The latter is called reinforcement learning, of which TD-learning is one example. The focus of this paper is
on TD-learning, although similar ideas are also applicable for other approaches such as Q-learning.

Approximation of the relative value function will be obtained with respect to a parameterized function class: \( \mathcal{F} = \{ h^\theta : \theta \in \mathbb{R}^d \} \). In TD-learning a fixed stationary policy is considered (possibly randomized), and the goal is to find the parameter \( \theta^* \) so that \( h^{\theta^*} \) best approximates the solution \( h \) to Poisson’s equation (2.8). In standard versions of the algorithm, the direct error is considered.

TD-learning algorithms are based on the assumption that the given policy is stabilizing, in the sense that the Markov chain has unique invariant probability distribution \( \pi \). The mean-square direct error is minimized,

\[
\mathbb{E}_\pi[(h(X(0)) - h^\theta(X(0)))^2] = \int (h(x) - h^\theta(x))^2 \pi(dx)
\]

In the original TD-learning algorithm, The optimal parameter is obtained through a stochastic approximation algorithm based on steepest descent. The LSTD (least-squares TD) algorithm is a Newton-Raphson stochastic approximation algorithm.

TD-learning was first introduced in [10]. The LSTD-learning for the average cost problem is described in [17,22].

In this paper we restrict to a linear function class. It is assumed that there are \( d \) basis functions, \( \{ \psi_i : X \to \mathbb{R}, 1 \leq i \leq d \} \) so that \( \mathcal{F} = \{ h^\theta := \sum_{i=1}^d \theta_i \psi_i \} \). We also write \( h^\theta \psi \). In this special case, the optimal parameter \( \theta^* \) is the solution to a least-squares problem, and the LSTD algorithm is frequently much more reliable than other approaches, in the sense that variance is significantly reduced.

The TD-learning algorithm is used to compute an approximation of the relative value function for a specific policy. To estimate the relative value function with the optimal policy, the TD-learning algorithm is combined with policy improvement.

The policy iteration algorithm (PIA) is a method to construct an optimal policy through the following steps. The algorithm is initialized with a policy \( \phi^0 \) and then the following operations are performed in the \( k \)th stage of the algorithm:

(i) Given the policy \( \phi^k \), find the solution \( h^k \) to Poisson’s equation \( \mathcal{D}_{\phi^k} h^k + c_k = \eta_k \), where \( c_k(x) = c(x, \phi^k(x)) \), and \( \eta_k \) is the average cost.

(ii) Update the policy via

\[
\phi^{k+1}(x) \in \arg \min_{u \in U(x)} \{ c(x, u) + \mathcal{D}_u h^k(x) \}.
\]

In order to combine TD-learning with PIA, the TDPIA algorithm considered replaces the first step with an application of the LSTD algorithm, resulting in an approximation \( h_{TD}^k \) to the function \( h^k \). The policy in (ii) is then taken to be \( \phi^{k+1}(x) \in \arg \min_{u \in U(x)} \{ c(x, u) + \mathcal{D}_u h_{TD}^k(x) \} \).

2.3. Approximation architectures. We now introduce approximate models and the corresponding approximations to the ACOE.

Fluid model. The fluid model associated with the MDP model given in (2.1) is defined by the ordinary differential equation,

\[
\frac{d}{dt} x(t) = \mathcal{J}(x(t), u(t)), \quad x(0) \in X,
\]

where \( \mathcal{J}(x, u) := \mathbb{E}[f(x, u, W(1))] \). The fluid model has state \( x \) that evolves on \( X \), and input \( u \) that evolves on \( U \). The existence of solutions to (2.14) will be assumed throughout the paper.
The fluid value function considered in prior work on network models surveyed in the introduction is defined to be the infimum over all policies of the total cost,

$$J^*(x) = \inf_u \int_0^\infty c(x(t), u(t)) \, dt, \quad x(0) = x \in X$$

(2.15)

However, in the general setting considered here, there is no reason to expect that $J^*$ is finite-valued.

In this paper we consider instead the associated perturbed HJB equation: For given $\eta > 0$, we assume we have a solution to the differential equation,

$$\min_{u \in \mathcal{U}(x)} (c(x, u) + D_u^F J^*(x)) = \eta.$$  

(2.16)

where $D_u^F$ is the generator for the fluid model defined as:

$$D_u^F h(x) = \frac{d}{dt} h(x(t)) \bigg|_{t=0, u(0)=u, x(0)=x} = \nabla h(x) \cdot \mathcal{F}(x, u).$$  

(2.17)

Given a solution to (2.16), we denote the corresponding policy for the fluid model,

$$\phi^*(x) \in \arg \min_{u \in \mathcal{U}(x)} (c(x, u) + D_u^F J^*(x)).$$  

(2.18)

In the special case that the total cost (2.15) is finite-valued, and some regularity conditions hold, this value function will solve (2.16) with $\eta = 0$, and $\phi^*$ will be an optimal policy with respect to total-cost [5].

The HJB equation (2.16) can be interpreted as an optimality equation for an optimal stopping problem for the fluid model. Denote the first stopping time $T_\eta = \min \{ t : c(x(t), u(t)) \leq \eta \}$, and let $K^*_\eta$ denote the minimal total relative cost,

$$K^*_\eta(x) = \inf_u \int_0^{T_\eta} (c(x(t), u(t)) - \eta) \, dt,$$  

(2.19)

where the infimum is over all policies for the fluid model. Under reasonable conditions this function will satisfy the dynamic programming equation,

$$\min_{u \in \mathcal{U}(x)} (c(x, u) - \eta + D_u^F K^*_\eta(x)) = 0.$$  

A typical necessary condition for finiteness of the value function is that the initial condition $x$ satisfy $\min_u c(x, u) > \eta$.

Let us now investigate the relationship between the MDP model and its fluid model approximation. It is assumed that $J^*$ is a smooth solution to (2.16), so that the following first-order Taylor series expansion is justified: Given $X(0) = x$, $U(0) = u$,

$$D_u J^*(x) \approx E[\nabla J^*(X(0))(X(1) - X(0))]$$

$$= \nabla J^*(x) \cdot \mathcal{F}(x, u)$$

$$= D_u F^* J^*$$

A more quantitative approximation is obtained when $J^*$ is twice continuously differentiable ($C^2$).

If $J^*$ is of class $C^2$ then lower and upper bounds on the Bellman error $\xi_\eta$ in the following proposition, which measure the quality of the approximation of $J^*$ to $h^*$.

**Proposition 2.3.** Suppose that $J^*$ is a $C^2$ solution to (2.16). Then, the Bellman error admits the following bounds for each $x$,
(i) With \( \phi^*(x) \in \arg \min_{u \in U(x)} \{ c(x, u) + \mathcal{D}_u J^*(x) \} \) the \((c, J^*)\)-myopic policy, and \( \Delta X = f(x, \phi^*(x), W(1)), \)
\[
\mathcal{E}_\phi(x) \geq \frac{1}{2} \mathbb{E} [\Delta_X^T \nabla^2 J^*(\mathbf{X}_t) \Delta X] + \eta,
\]
where the random variable \( \mathbf{X}_t \) takes value between \( x \) and \( x + \Delta X \).
(ii) With \( \phi^{p}(x) \) is the policy given in (2.18), and \( \Delta X = f(x, \phi^{p}(x), W(1))^T, \)
\[
\mathcal{E}_\phi(x) \leq \frac{1}{2} \mathbb{E} [\Delta_X^T \nabla^2 J^*(\mathbf{X}_u) \Delta X] + \eta,
\]
where the random variable \( \mathbf{X}_u \) takes value between \( x \) and \( x + f(x, \phi^{p}(x), W(1)). \)

**Diffusion model.** The diffusion model is a refinement of the fluid model to take into account volatility. It is motivated similarly, using a second-order Taylor series expansion.

To bring in randomness to the fluid model, it is useful to first introduce a fluid model in discrete-time. For any \( t \geq 0 \), the random variable denoted \( \Delta(t + 1) = f(X(t), U(t), W(t + 1)) - \mathbf{\bar{f}}(X(t), U(t)) \) has zero mean. The evolution of \( X \) can be expressed as a discrete time nonlinear system, plus “white noise”;
\[
X(t + 1) = X(t) + \mathbf{\bar{f}}(X(t), U(t)) + \Delta(t + 1), \quad t \geq 0. \tag{2.20}
\]
The fluid model in discrete time is obtained by ignoring the noise,
\[
x(t + 1) = x(t) + \mathbf{\bar{f}}(x(t), u(t)). \tag{2.21}
\]
This is the discrete time counterpart of (2.14). Observe that it can be justified exactly as in the continuous time analysis: If \( h \) is a smooth function of \( x \), then we may approximate the generator using a first order-Taylor series approximation as follows:
\[
\begin{align*}
\mathcal{D}_uh(x) &:= \mathbb{E}[h(X(t + 1)) - h(X(t)) \mid X(t) = x, U(t) = u] \\
& \approx h(x + \mathbf{\bar{f}}(x, u)) - h(x) \\
& + \mathbb{E}[\nabla h(x + \mathbf{\bar{f}}(x, u)) \cdot \Delta(1) \mid X(0) = x, U(0) = u] \\
& = h(x + \mathbf{\bar{f}}(x, u)) - h(x)
\end{align*}
\]
The right hand side is the generator applied to \( h \), for the discrete-time fluid model (2.21).

Consideration of the model (2.21) may give better approximation for value functions in some cases, but we lose the simplicity of differential equations that characterize value functions in the continuous time model (2.14).

The representation (2.20) also motivates the diffusion model. Denote the conditional covariance matrix by
\[
\Sigma_f(x, u) = \mathbb{E}[\Delta(t + 1)\Delta(t + 1)^T \mid X(t) = x, U(t) = u],
\]
and let \( b \) denote an \( \ell \times \ell \) “square-root”, \( b(x, u)b(x, u)^T = \Sigma_f(x, u) \) for each \( x, u \). The diffusion model is of the form,
\[
dX(t) = \mathbf{\bar{f}}(X(t), U(t)) \, dt + b(X(t), U(t)) \, dN(t) \tag{2.22}
\]
where the process \( \mathbf{N} \) is a standard Brownian motion on \( \mathbb{R}^\ell \).
To justify its form we consider a second order Taylor series approximation. If \( h: X \to \mathbb{R} \) is a \( C^2 \) function, and at time \( t \) we have \( X(t) = x, U(t) = u \), then the standard second order Taylor series about \( x^+ = x + f(x, u) \) gives,

\[
\begin{align*}
  h(X(t+1)) - h(X(t)) 
  \approx & \nabla h(x^+) \cdot f(x, u) + \frac{1}{2} \Delta(t+1) \nabla^2 h(x^+) \Delta(t+1).
\end{align*}
\]

Suppose we can justify a further approximation, obtained by replacing \( x^+ \) with \( x \) in this equation. Then, on taking expectations of each side, conditioned on \( X(t) = x, U(t) = u \), we approximate the generator for \( X \) by the second-order ordinary differential operator,

\[
\mathcal{D}_u h(x) := \nabla h(x) \cdot f(x, u) + \frac{1}{2} \text{trace} \left( \Sigma_f(x, u) \nabla^2 h(x) \right),
\]

(2.23)

This is precisely the differential generator for (2.22).

The minimal average cost \( \eta^* \) is defined as in the MDP model (2.4), but as a continuous-time average. The ACOE has the precise form as in the MDP, only the definition of the generator is changed:

\[
\min_{u \in \mathcal{U}(x)} \left( c(x, u) + \mathcal{D}_u h^*(x) \right) = \eta^*
\]

(2.24)

and \( h^* \) is again called the relative value function.

The solution to the ACOE for the diffusion model is often a good approximation for the MDP model. Moreover, as in the case of fluid models, the continuous time model is more tractable because tools from calculus can be used for computation or approximation. This is illustrated in the power management model in the next section.

3. Power management model. The dynamic speed scaling problem surveyed in the introduction is now addressed through the techniques described in the previous section. To begin, we construct an MDP that is described as a single server queue with a controllable service rate that determines power consumption.

3.1. The MDP model. For each \( t = 0, 1, 2, \ldots \), let \( A(t) \) denote the job arrivals in this time slot, \( X(t) \) the number of jobs in the queue awaiting service, and \( U(t) \) the rate of service. The MDP model is a controlled random walk:

\[
X(t+1) = X(t) - U(t) + A(t+1), \quad t \geq 0.
\]

(3.1)

The following assumptions on the arrival process are imposed throughout the paper.

A1 The arrival process \( A \) is i.i.d., its marginal distribution is supported on \( \mathbb{R}_+ \) with finite mean \( \alpha \). Moreover, zero is in the support of its distribution:

\[
P\{A(1) = 0\} > 0,
\]

and there exists a constant \( N > 0 \) such that \( P\{A(1) < N\} = 1 \).

The boundedness assumption is not critical – a \( p \)th moment for \( p > 2 \) would be sufficient. The assumption that \( A(t) \) may be zero is imposed to facilitate a proof that the controlled Markov model is “\( x^2 \)-irreducible”, with \( x^2 = 0 \) (see [22]).

The cost function is chosen to balance cost of delay with power consumption:

\[
c(x, u) = x + \nu \mathcal{P}(u),
\]
where \( P \) denotes the power consumption as a function of the service rate \( u \), and \( \nu > 0 \). This form of cost function is common in the literature, e.g., [3,14,33].

The remaining piece of the model is to define the form of \( P \). Two forms of \( P \) are considered, based on two different applications: processor design and wireless communication.

For processor design applications, \( P \) is typically assumed to be a polynomial. In earlier work in the literature, \( P \) has been taken to be a cubic. The reasoning is that the dynamic power of CMOS is proportional to \( V^2 f \), where \( V \) is the supply voltage and \( f \) is the clock frequency [16]. Operating at a higher frequency requires dynamic voltage scaling (DVS) to a higher voltage, nominally with \( V \propto f \), yielding a cubic relationship. However, recent work, e.g. [33], has found that the dynamic power usage of real chips is well modeled by a polynomial closer to quadratic. When considering polynomial cost, in this paper we take a single term,

\[
P(u) = u^\varrho\quad (3.2)
\]

where \( \varrho > 1 \), and we focus primarily on the particular case of \( \varrho = 2 \).

For wireless communication applications, the form of \( P(u) \) differs significantly for different scenarios. An additive white Gaussian noise model [34] gives,

\[
P(u) = e^{\kappa u}\quad (3.3)
\]

for some \( \kappa > 0 \).

Considered next are fluid and diffusion models to approximate the solution to the ACOE in this application.

3.2. Convex and continuous approximations. Here we apply the fluid and diffusion approximations introduced in Sec. 2.3 to the power management model, and derive explicit error bounds for the approximations to the ACOE.

**The fluid model.** Specializing the fluid model given in (2.14) to the case of dynamic speed scaling (3.1) gives the following continuous-time deterministic model:

\[
\frac{dx(t)}{dt} = -u(t) + \alpha,
\]

where \( \alpha \) is the expectation of \( A(t) \), and the processing speed \( u(t) \) and queue length \( x(t) \) are both non-negative.

The total cost \( J^\star(x) \) defined in (2.15) is not finite for the cost function (3.2) when \( P \) is defined in (3.2) or (3.3). Consider the alternate value function defined in (2.19), with \( \eta = 0 \) and with the modified stopping time,

\[
T_0 := \inf_t \{ x(t) = 0 \}
\]

This value function is denoted, for \( x(0) = x \in \mathbb{R}_+ \), by

\[
K^\star(x) = \inf_u \int_0^{T_0} c(x(t), u(t)) \, dt, \quad (3.4)
\]

where the infimum is over all input processes for the fluid model. The function \( K^\star \) solves the HJB equation (2.16) with \( \eta = 0 \), and is finite-valued.

Fluid model with general polynomial cost are discussed in detail in Sec. A. Here we review results in the simple case of quadratic cost with \( \nu = \frac{1}{2} \),

\[
c(x, u) = x + \frac{1}{2} u^2. \quad (3.5)
\]
In this case we obtain by elementary calculus,
\[ K^*(x) = \alpha x + \frac{1}{3}[(2x + \alpha^2)^{3/2} - \alpha^3]. \tag{3.6} \]

Rather than modify the optimization criterion, we can approximate the solution to (2.16) by modifying the cost function \( c(x, u) \) so that it vanishes at the equilibrium \((x = 0, u = \alpha)\). A simple modification of (3.5) is the following,
\[ c(x, u) = x + \frac{1}{2}([u - \alpha]_+)^2, \]

where \([\cdot]_+ = \max(0, \cdot)\). The fluid value function \( J^* \) defined in (2.15) is similar to \( K^* \) given in (3.6),
\[ J^*(x) = \frac{1}{3}(2x)^{3/2} \tag{3.7} \]
and in this case the optimal fluid policy takes the simple form \( \phi^F(x) = \sqrt{2x + \alpha} \),

To measure the quality of these approximation to the relative value function \( h^* \), we estimate bounds for the Bellman error and direct error. In Proposition 3.1, we first compute the bounds for the Bellman error. They are derived based on Proposition 2.3. The bounds for the direct error are derived based on Proposition 2.2, which assumes the SSP representation holds for \( h^* \). This will be assumed throughout our analysis:

**A2** The relative value function \( h^* \) admits the SSP representation (2.13), with \( x^o = 0 \). Moreover, under the optimal policy, any bounded set is small: For each \( N \geq 1 \) there exists \( T < \infty \) and \( \varepsilon > 0 \) such that whenever \( x \leq N \) and \( t \geq T \),
\[ \Pr\{X(t) = 0 \mid X(0) = x\} \geq \varepsilon. \tag{3.8} \]

Analytic techniques to verify this assumption are contained in [31] (see also [12] for verification of the “small set” condition (3.8) for countable state-space models).

Under these assumptions we can obtain bounds on the Bellman error. We present explicit bounds only for the case of quadratic cost.

**PROPOSITION 3.1.** Consider the speed scaling model with cost function (3.5), and with \( K^* \) the fluid value function given in (3.6). The following hold for the Bellman error \( \mathcal{E}_B \) defined in (2.10) and the direct error \( \mathcal{E}_d \) defined in (2.9):

(i) Under Assumption **A1**, the Bellman error is non-negative, and grows at rate \( \sqrt{x} \), with
\[ \lim_{x \to \infty} \frac{\mathcal{E}_B(x)}{\sqrt{x}} = \frac{1}{\sqrt{2}}. \]

(ii) If in addition Assumption **A2** holds, then the direct error \( \mathcal{E}_d \) satisfies,
\[ \mathcal{E}_d(x) \leq \mathcal{E}_d(x) \leq \mathcal{E}_d(x), \]
where the upper bound grows at most linearly, \( \mathcal{E}_d(x) = O(x) \), and the lower bound is independent of \( x \); that is, \( \mathcal{E}_d(x) = O(1) \).

In particular, under Assumptions **A1** and **A2**,
\[ \lim_{x \to \infty} \frac{\mathcal{E}_d(x)}{c(x, 0)} = \lim_{x \to \infty} \frac{\mathcal{E}_d(x)}{K^*(x)} = 0. \]
The bounds on the Bellman error in (i) imply a bound on the normalized error defined in (2.12):

\[
\lim_{x \to \infty} \mathcal{E}_c(x, u) = \lim_{x \to \infty} \frac{c(x, u) - c^{K^*}(x, u)}{c(x, u) + 1} = \lim_{x \to \infty} \frac{|\eta - \mathcal{E}_c(x)|}{c(x, u) + 1} = 0, \quad \text{for all } u \in \mathcal{U}.
\]

(3.9)

This implies that the inverse dynamic programming solution \(c^{K^*}\) gives a good approximation of the original cost for large \(x\). The bounds on the direct error in (ii) imply that the fluid value function is a good approximation for large \(x\),

\[
\lim_{x \to \infty} \frac{K^*(x)}{h^*(x)} = 1.
\]

The diffusion model. Following (2.23), the generator for the diffusion model is expressed, for any smooth function \(h\) by,

\[
\mathcal{D}_u h = (-u + \alpha) \nabla h + \frac{1}{2} \sigma^2_A \nabla^2 h,
\]

(3.10)

where \(\sigma^2_A = \mathbb{E}[\{A(1) - \alpha\}^2]\).

Provided \(h^*\) is monotone, so that \(\nabla h^*(x) \geq 0\) for all \(x\), the minimizer in (2.24) can be expressed

\[
\phi^*(x) = \nabla h^*(x).
\]

(3.11)

Substituting (3.11) into (2.24) gives the nonlinear equation,

\[
x - \frac{1}{2}(\nabla h^*(x))^2 + \alpha \nabla h^*(x) + \frac{1}{2} \sigma^2_A \nabla^2 h^*(x) - \eta^* = 0.
\]

(3.12)

We do not have a closed form expression, but we will show that an approximation is obtained as a perturbation of \(K^*_\eta\) defined in (2.19), with \(\eta = \eta^*\). The constant \(\eta^*\) is not known, but the structure revealed here will allow us to obtain the desired basis for TD-learning.

For any function \(h : \mathbb{R}_+ \to \mathbb{R}\), denote the Bellman error for the diffusion model by,

\[
\mathcal{E}_D^c(x) := \min_{u \in \mathcal{U}(x)} (c(x, u) + \mathcal{D}_u h(x)), \quad x \in \mathbb{X}.
\]

(3.13)

The value function \(K^*\) defined in (3.6) is an approximation of \(h^*\) in the sense that the Bellman error is bounded:

**Proposition 3.2.** The function \(K^*\) defined in (3.6) is convex and increasing. Moreover, with \(h = K^*\), the Bellman error for the diffusion has the explicit form,

\[
\mathcal{E}_D^c = \frac{1}{2} \sigma^2_A (2x^2 + \alpha^2)^{-\frac{1}{2}}.
\]

A tighter approximation can be obtained with the ‘relative value function’ for the fluid model, \(K^*_\eta\). This satisfies a nonlinear equation similar to (3.12),

\[
x - \frac{1}{2}(\nabla K^*_\eta(x))^2 + \alpha \nabla K^*_\eta(x) - \eta = 0, \quad x > \eta.
\]

Elementary calculations show that for any constant \(q > 0\) we have the approximation,

\[
\nabla K^*_\eta(x) \approx \nabla K^*(x) - \eta(2x + q^2)^{-\frac{1}{2}} + O((1 + x)^{-3/2}),
\]
where $K^*$ is given in (3.6). We then take the right hand side for granted in the approximation $\nabla h(x) := \nabla K^*(x) - \eta (2x + q^2)^{-\frac{1}{2}}$, and on integrating this gives

$$h(x) = K^*(x) - \eta \sqrt{2x + q^2} + \eta q. \tag{3.14}$$

The constant is chosen so that $h(0) = 0$.

We note that this is a reflected diffusion, so that the generator is subject to the boundary condition $\nabla h(0) = 0$ [22, Theorem 8.7.1]. The boundary condition is satisfied for (3.14) on taking $q := \eta / \alpha$.

The resulting approximation works well for the diffusion model. The proof of Proposition 3.3 follows from calculus computations contained in the Appendix.

**Proposition 3.3.** Assume that $\nabla h(0) \geq 0$. For any $\eta > 0$, $q > 0$, the function $h$ defined in (3.14) is convex and increasing. Moreover, the Bellman error $E^n_0$ is bounded over $x \in \mathbb{R}^+$, and the following bound holds for large $x$:

$$|E^n_0(x) - \eta| = O((1 + x)^{-\frac{1}{2}}).$$

The function (3.14) also serves as an approximation for the MDP model. The proof is omitted since it is similar to the proof of Proposition 2.3.

**Proposition 3.4.** The function $h$ defined in (3.14) is an approximate solution to the ACOE for the MDP model, in the sense that the Bellman error has growth of order $\sqrt{x}$,

$$\lim_{x \to \infty} \frac{E^n_0(x)}{\sqrt{x}} = \frac{1}{\sqrt{2}}$$

The bounds obtained in this section quantify the accuracy of the fluid and diffusion model approximations. We next apply this insight to design the function classes required in TD-learning algorithms.

**4. Experimental results.** The results of the previous section are now illustrated with results from numerical experiments. We restrict to the quadratic cost function given in (3.5) due to limited space.

In application to TD-learning, based on a linear function class as discussed in Sec. 2.2, the following two dimensional basis follows from the analysis of the fluid and diffusion models,

$$\psi_1(x) = K^*(x), \quad \psi_2(x) = q - \sqrt{2x + q^2}, \quad x \geq 0, \tag{4.1}$$

where the value function $K^*$ is given in (3.6). The basis function $\psi_1$ is motivated by the error bound in Proposition 3.1, and $\psi_2$ is motivated by Proposition 3.4. The parameter $\eta \geq 0$ is fixed, and then we take $q = \eta / \alpha$.

The details of the simulation model are as follows: The arrival process $A$ is i.i.d. on $\mathbb{R}^+$, satisfying the assumptions imposed in Sec. 3.1, although the boundedness assumption in A1 was relaxed for simplicity of modeling: In the first set of experiments, the marginal distribution is a scaled geometric random variable, of the form

$$A_0(t) = \Delta A_0 G(t), \quad t \geq 1, \tag{4.2}$$
where $G$ is geometrically distributed on $\{0, 1, \ldots\}$ with parameter $p_{A_0} = 0.96$, and $\Delta_{A_0}$ is chosen so that the mean $\alpha_0$ is equal to unity:

$$1 = \alpha_0 = \Delta_{A_0} \frac{p_{A_0}}{1 - p_{A_0}} \text{ and } \Delta_{A_0} = 1/24.$$  \hfill (4.3)

The variance of $A_0$ is given by,

$$\sigma_{A_0}^2 = \frac{p_{A_0}}{(1 - p_{A_0})^2} \Delta_{A_0}^2 = 1.$$  \hfill (4.4)

In Sec. 4.3 experiments are described in which the variance of the arrival process was taken as a parameter, to investigate the impact of variability.

### 4.1. Value iteration

We begin by computing the actual solution to the average cost optimality equation using value iteration. This provides a reference for evaluating the proposed approach for TD-learning.

The value iteration (VIA) solves the fixed point equation (2.5) based on the successive approximation method – see [32] for the origins, and [12, 22] for more recent relevant results.

The algorithm is initialized with a function $V_0$, and the iteration is given by,

$$V_{n+1}(x) = \min_{u \in U(x)} \left( c(x, u) + P_u V_n(x) \right), \quad n \geq 0.$$  \hfill (4.5)

For each $n \geq 1$, the function $V_n$ can be expressed as

$$V_n(x) = \min_U \mathbb{E}_x \left[ \sum_{t=0}^{n-1} c(X(t), U(t)) + V_0(X(n)) \right].$$  \hfill (4.6)

The approximate solution to the ACOE at stage $n$ is taken to be the normalized value function $h_n(x) = V_n(x) - V_n(0)$, $x \in X$, where $V_n$ is the $n$th value function defined in (4.5). The convergence of $\{h_n\}$ to $h^*$ is illustrated in Fig. 4.1. The error $\|h_{n+1} - h_n\|$ converges to zero much faster when the algorithm is initialized using the fluid value function of (3.6).

Shown in Fig. 4.2 is a comparison of the optimal policy $\phi^*$, computed numerically using value iteration, and the $(c, K^*)$-myopic policy, $\phi^{K^*}$.  \hfill (4.7)
4.2. TD-learning with policy improvement. The first set of experiments illustrates convergence of the TD-learning algorithm with policy improvement introduced in Sec. 2.2.

Recall from Proposition 3.4 that a linear combination of the basis functions in (4.1) provides a tight approximation to the ACOE for the MDP model. In the numerical results surveyed here it was found that the average cost is approximated by $\eta^* \approx 2$, and recall that we take $\alpha = 1$ in all experiments. Hence $\eta = 2$ and $q = \eta/\alpha = 2$ were chosen in the basis function $\psi^2$ given in (4.1).

The initial policy was taken to be $\phi^0(x) = \min(x, 1)$, $x \geq 0$, and the initial condition for TD learning was taken to be $\theta(0) = (0, 0)^T$.

Fig. 4.3 shows the estimated average cost in each of the twenty iterations of the algorithm. The algorithm results in a policy that is nearly optimal after a small number of iterations.

Fig. 4.4 shows the estimates of the coefficients obtained after 50,000 iterations of the LSTD algorithm, after four steps of policy iterations. The value of the optimal coefficient $\theta_1^*$ corresponding to $\psi_1 = K^*$ was found to be close to unity, which is consistent with (3.14).
Shown in Fig. 4.5 are error plots for the final approximation of $h^*$ from TDPIA. Fig. 4.5 (a) is the Bellman error – note that it is less than unity for all $(x, u)$. Fig. 4.5 (b) provides a comparison of two approximations to the solution to the relative value function $h^*$. It is clear that the approximation $h^{θ^*}$ obtained from the TDPIA algorithm closely approximates the relative value function.

To illustrate the results obtained using a generic polynomial basis, identical experiments were run using

$$
\psi_1'(x) = x, \quad \psi_2'(x) = x^2, \quad x \geq 0.
$$

The experiments were coupled, in the sense that the sample path of the arrival process was held fixed in experiments comparing the results from the two different basis sets.

Fig. 4.6 shows error plots for the final approximation of $h^*$ using this quadratic basis for TD-learning. In (a) we see that the Bellman error is significantly larger for $x > 5$, when compared with the previous experiments using the basis (4.1). Similarly, the plots shown in Fig. 4.5 (b) show that the quadratic basis does not give a good fit for $x > 5$.

4.3. The impact of variability. The influence of variability was explored by running the TDPIA with arrival distributions of increasing variance, and with mean fixed to unity.

The variance $\sigma_A^2$ is denoted $\kappa$, which is taken as a variable. The specification of the marginal distribution is described informally as follows: A weighted coin is flipped. If a head is obtained, then $A_\kappa(t)$ is a scaled Bernoulli random variable. If a tail, then $A_\kappa(t)$ is a realization of the scaled geometric random variable defined in (4.2). Thus, this random variable can be expressed,

$$
A_\kappa(t) = (1 - B(t))A_0(t) + B(t)\Delta Z(t), \quad t \geq 1,
$$

where $A_0(t)$, $B(t)$, and $Z(t)$ are mutually independent, $B(t)$ is a Bernoulli random variable with parameter $\varrho$, $\Delta Z(t)$ is a Bernoulli random variable with parameter $\varrho Z$, and
Fig. 4.5. Value functions and normalized error. The samples of arrival process are generated according to the scaled geometric distribution given in (4.2). (a) The normalized error $\mathcal{E}_c$. (b) Comparison of the final approximation $h^\ast$, the fluid value function $K^\ast$, and the relative value function $h^\ast$.

and $\Delta_Z = 1/\varrho_Z$. Hence the mean of $A_\kappa$ is unity:

$$\alpha_\kappa = (1 - \varrho)\alpha_0 + \varrho \varrho_Z \Delta_Z = 1.$$  

The variance of $A_\kappa$ is a function of the parameters $\varrho$ and $\varrho_Z$:

$$\sigma^2_{A_\kappa} = (1 - \varrho)\sigma^2_A + \varrho \sigma^2_Z \Delta_Z^2 = (1 - \varrho) + \varrho(1 - \varrho_Z)/\varrho_Z.$$  

The parameter $\varrho$ was chosen to be 0.9, so that for a given $\kappa = \sigma^2_{A_\kappa}$ we obtain,

$$\varrho_Z = 9/(8 + 10\kappa)$$

Eight values of $\kappa$ were considered. To reduce the relative variance, the simulations were coupled as follows: At each time $t$, the eight Bernoulli random variables were generated as follows:

$$Z_1(t) = B_1(t),$$

$$Z_{i+1}(t) = Z_i(t) + (1 - Z_i(t))B_{i+1}(t), \quad 1 \leq i \leq 7.$$
where \( B_i(t), 1 \leq i \leq 8 \) are mutually independent Bernoulli random variables with parameters \( \varrho_i \). The arrival processes \( A_\kappa \) were then generated by using \( B \) and \( Z \) according to (4.7). The parameters \( \varrho_i \) were chosen such that the eight variances were 1, 2, 4, 8, 12, 16, 24 and 32.

The TDPIA was run 1000 times in parallel for these eight systems. Four steps of policy improvement were performed: In each step of policy iteration, the value function was estimated with 30,000 iterations of the LSTD algorithm. The final estimation of the coefficients from TDPIA were projected onto the interval \([-20, 20]\).

Fig. 4.7 shows that the empirical variance of the final estimates of the coefficients. The variance for \( \theta_2 \) is much larger than \( \theta_1 \) and increases with the variance of the arrival process when the variance is larger than 12. This is also indicated by the histograms of the final estimations of the coefficients given in Fig. 4.8.

Let \( \bar{\theta} \) denote the mean of the 1000 final estimations of coefficients. A comparison of normalized Bellman errors for \( h^{\bar{\theta}} \) is given in Fig. 4.9. The normalized error of \( h^{\bar{\theta}} \) is largest when the variance of the arrival process is 32.

5. **Concluding remarks.** The main message of this paper is that idealized models are useful for designing the function class for TD-learning. This approach is
applicable for control synthesis and performance approximation of Markov models in a wide range of applications. Strong motivation for this approach is provided by a Taylor series arguments that can be used to bound the difference between the relative value function $h^*$ and approximations based on fluid or diffusion models.

We have focused on the problem of power management in processors via dynamic speed scaling in order to illustrate the application of this approach for TD-learning.
This application reveals that this approach to approximation yields remarkably accurate results. Bounds for the Bellman error and the direct error w.r.t. the fluid and diffusion approximations indicate that the value functions of these idealized models are good approximations of the solution to the ACOE. In particular, numerical experiments revealed that value iteration initialized using the fluid approximation results in much faster convergence, and policy iteration coupled with TD-learning quickly converges to an approximately optimal policy when the fluid and diffusion models are considered in the construction of a basis. Besides, by using the fluid and diffusion value functions as basis functions, the Bellman error for the value function from TDPIA is much smaller than that obtained using quadratic basis functions.
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Appendix A. Fluid value function and its properties.

For computation it is simplest to work with modified cost functions, defined as follows:

\[ c_F(x, u) = x + \nu \left[ (u - \alpha)_{+} \right]^\theta, \]
\[ c^F(x, u) = x + \nu \left[ e^{\kappa u} - e^{\kappa \alpha} \right]_{+}, \quad (A.1) \]

where \( [\cdot]_+ = \max(0, \cdot) \). The corresponding fluid value functions are given in the following.

Part (i) of Proposition A.1 exposes a connection between the fluid control policy and prior results on worst-case algorithms for speed scaling [26].

**Proposition A.1.** The fluid value functions for the speed scaling can be computed or approximated for general \( \alpha \):

(i) For polynomial cost, the value function and optimal policy for the fluid model are given by,

\[ J^*(x) = \nu x^{2 \theta^{-1}} \frac{2\theta^2}{\theta - 1} \left( \frac{1}{\nu (\theta - 1)} \right)^{\frac{\theta - 1}{\theta}} \]  
\[ \phi^F_F(x) = \left( \frac{x}{\nu (\theta - 1)} \right)^{1/\theta} + \alpha. \quad (A.2) \]

(ii) For exponential cost, the fluid value function satisfies the following upper and lower bounds: On setting \( \bar{\beta} = \nu e^{\kappa \alpha} \) and \( \bar{x} = x - \bar{\beta} \), there are constants \( C_-, C_+ \) such that the following holds whenever \( x \geq \bar{\beta}(e^2 + 1) \),

\[ C_- \frac{\kappa}{2} \frac{\bar{x}^2}{\log(\bar{x}) - \log(\nu) - (\kappa \alpha + 1)} \leq J^*(x) \leq C_+ \frac{\kappa}{2} \bar{x}^2. \]
Proof. (i) From (2.16), the value function for the fluid model solves the following equation:

$$0 = \min_{u \geq 0} \left( x + \nu([u - \alpha]_+)^e + \nabla J^*(x) \cdot (-u + \alpha) \right).$$  \hspace{1cm} (A.4)

Equivalently,

$$x + \nu([\phi^{*s}(x) - \alpha]_+)^e = \nabla J^*(x) \cdot (\phi^{*s}(x) - \alpha),$$

where $u = \phi^{*s}$ is the minimizer of the function $u \mapsto x + \nu([u - \alpha]_+)^e + \nabla J^*(x) \cdot (-u + \alpha)$. For each $x$, this function is decreasing on $[0, \alpha]$; thus $\phi^{*s}(x) \geq \alpha$. Using the first-order optimality condition gives

$$\phi^{*s}(x) = \left( \frac{1}{\nu e} \nabla J^*(x) \right) \frac{1}{e} + \alpha. \hspace{1cm} (A.5)$$

By substituting (A.5) into (A.4), we have $x = (\nu e - \nu)(\phi^{*s}(x) - \alpha)^e$, which gives the desired value function and optimal policy.

We now prove (ii). The fluid value function satisfies the dynamic programming equation

$$0 = \min_{u \geq 0} \left( x + \nu[e^\kappa u - e^{\kappa \alpha} + \nabla J^*(x) \cdot (-u + \alpha)] \right).$$

Arguing as in case (i), we see that the minimizer of the right-hand-side $\phi^{*s}(x)$ satisfies $\phi^{*s}(x) \geq \alpha$. The first-order optimality condition gives:

$$\kappa e^\kappa \phi^{*s}(x) = \nabla J^*(x). \hspace{1cm} (A.6)$$

By substituting (A.6) for $\nabla J^*(x)$ into the dynamic programming equation, and after some manipulation, we arrive at

$$x - \tilde{\nu} = e^{\tilde{\nu}} e^\kappa (\phi^{*s}(x) - \alpha) - \kappa (\phi^{*s}(x) - \alpha) - 1],$$

where $\tilde{\nu} = \nu e^{\kappa \alpha}$. Letting $w = \kappa (\phi^{*s}(x) - \alpha) - 1$, we can write the above as,

$$x - \tilde{\nu} = e^w w, \hspace{1cm} (A.7)$$

alternatively

$$w = W \left( \frac{x - \tilde{\nu}}{e^{\tilde{\nu}}} \right) \quad \text{and} \quad \phi^{*s}(x) = \frac{W \left( \frac{x - \tilde{\nu}}{e^{\tilde{\nu}}} \right) + 1}{\kappa} + \alpha, \hspace{1cm} (A.8)$$

where $W$ is the Lambert $W$ function.

To show the bounds on $J^*$, write $J^*(x) = C_1 + \int_0^x \nabla J^*(s) ds$. Now

$$\nabla J^*(s) = \kappa e^{\tilde{\nu}} W \left( \frac{s - \tilde{\nu}}{e^{\tilde{\nu}}} \right) = \kappa e^{\tilde{\nu}} \frac{s - \tilde{\nu}}{W \left( \frac{s - \tilde{\nu}}{e^{\tilde{\nu}}} \right)} \geq \kappa e^{\tilde{\nu}} \frac{s - \tilde{\nu}}{\log \left( \frac{s - \tilde{\nu}}{e^{\tilde{\nu}}} \right)},$$

where the inequality holds for $\frac{s - \tilde{\nu}}{e^{\tilde{\nu}}} \geq e$. Using the substitution $t = \frac{s - \tilde{\nu}}{e^{\tilde{\nu}}}$, taking $b = \tilde{\nu}(\tilde{\nu}^2 + 1)$ and letting $y = \frac{s - \tilde{\nu}}{e^{\tilde{\nu}}}$, we obtain

$$J^*(x) \geq C_1 + \kappa (e^{\tilde{\nu}})^2 \int_{\tilde{\nu}}^{y} \frac{t}{\log t} dt$$

$$\geq C_1 + \kappa (e^{\tilde{\nu}})^2 \frac{2}{2 \log \tilde{\nu}} | \tilde{\nu}|$$

$$= C_1 + \frac{\kappa}{2 \log \tilde{\nu}} \tilde{\nu}^2 - \log(\nu) - (\kappa \alpha + 1).$$
Again using that \( W(y) \leq \log y \), we can derive an upper bound on \( J^* \) as follows,

\[
J^*(x) = C_2 + \int_e^y \kappa e^W(t) e^{\tilde{y} dt}
\leq C_2 + \kappa e^{\tilde{y}} \int_e^y t dt \\
= C_2 + \frac{\kappa}{2} \tilde{x}^2.
\]

This completes the proof. □

The next section applies elementary calculus to obtain bounds on value functions.

**Appendix B. Error bounds.** We now establish the bounds on direct and Bellman error surveyed in the paper. The first proof establishes bounds on the direct error in terms of the Bellman error:

**Proof of Proposition 2.2.** We first obtain an upper bound on the direct error \( E^d(x) \). Based on the assumptions, \( h^*(x) \) and \( h(x) \) have the SSP representations. Consequently, the direct error can be written as,

\[
h^*(x) - h(x) \\
= \min_U \mathbb{E}_x \left[ \sum_{t=0}^{\tau_{x,s} - 1} \left( c(X(t), U(t)) - \eta^* \right) \right] \\
- \mathbb{E}_x^h \left[ \sum_{t=0}^{\tau_{x,s} - 1} \left( c^h(X(t)) - \eta \right) \right] \\
\leq \mathbb{E}_x^h \left[ \sum_{t=0}^{\tau_{x,s} - 1} \left( c^h(X(t)) - \eta^* \right) \right] \\
- \mathbb{E}_x^h \left[ \sum_{t=0}^{\tau_{x,s} - 1} \left( c^h(X(t)) - \eta \right) \right] \\
= \mathbb{E}_x^h \left[ \sum_{t=0}^{\tau_{x,s} - 1} \left( \mathcal{E}_h(X(t)) - \eta^* \right) \right],
\]

where the last equality follows from the definition of the perturbed cost in (2.11).

The proof of the lower bound is identical. □

Bounds on the Bellman error are obtained using elementary calculus in the following.

**Proof of Proposition 2.3.** By the Mean Value Theorem, there exists a random variable \( \tilde{X}_t \) between \( x \) and \( x + f(x, \phi^{s*}(x), W(1)) \) such that,

\[
\mathcal{D}_{\phi^{s*}} J^*(x) = \mathbb{E} \left[ J^*(X(t + 1)) - J^*(X(t)) \mid X(t) = x, U(t) = \phi^{s*}(x) \right] \\
= \mathbb{E} [\nabla J^*(x)^T \cdot f(x, \phi^{s*}(x), W(1)) + \frac{1}{2} f(x, \phi^{s*}(x), W(1))^T \cdot \nabla^2 J^*(\tilde{X}_t) \cdot f(x, \phi^{s*}(x), W(1))].
\]
From the definition of the Bellman error (2.10), we have
\[
E_B(x) = \min_{u \in U(x)} (c(x, u) + D_u J^*(x))
\]
\[
= c_{\phi^*}(x) + D_{\phi^*} J^*(x)
\]
\[
= \left[ c_{\phi^*}(x) - \eta + \nabla J^*(x)^T \cdot f(x, \phi^*(x)) \right] + \frac{1}{2} \mathbb{E} [f(x, \phi^*(x), W(1))^T \cdot \nabla^2 J^* (\overline{X}) \cdot f(x, \phi^*(x), W(1))].
\]

The first term in brackets is made smaller if \( \phi^* \) is replaced by \( \phi^{F*} \), and then vanishes by (2.16). This gives the desired lower bound on the Bellman error.

The proof of the upper bound is similar: From the definition of the Bellman error (2.10), we have
\[
E_u(x) = \min_{u \in U(x)} (c(x, u) + D_u J^*(x))
\]
\[
\leq c_{\phi^{F*}}(x) + D_{\phi^{F*}} J^*(x). \tag{B.1}
\]

By the Mean Value Theorem, there exists a random variable \( \overline{X} \) between \( x \) and \( x + f(x, \phi^{F*}, W(1)) \) such that
\[
D_{\phi^{F*}} J^*(x)
\]
\[
= \mathbb{E} [\nabla J^*(x)^T \cdot f(x, \phi^{F*}(x), W(1))
\]
\[
+ \frac{1}{2} \mathbb{E} [f(x, \phi^{F*}(x), W(1))^T \cdot \nabla^2 J^* (\overline{X}) \cdot f(x, \phi^{F*}(x), W(1))].
\]

Consequently,
\[
c_{\phi^{F*}}(x) + D_{\phi^{F*}} J^*(x)
\]
\[
= \left[ c_{\phi^*}(x) - \eta + \nabla J^*(x)^T \cdot f(x, \phi^*(x)) \right] + \frac{1}{2} \mathbb{E} [f(x, \phi^{F*}(x), W(1))^T \cdot \nabla^2 J^* (\overline{X}) \cdot f(x, \phi^{F*}(x), W(1))]. \tag{B.2}
\]

The first term vanishes by (2.16).

Combining (B.1) and (B.2) gives the desired upper bound on the Bellman error.

The following properties of the fluid value function with \( \mathcal{P} \) quadratic will be used repeatedly in the analysis that follows. We note that part (i) of the lemma holds whenever \( \mathcal{P} \) is convex and increasing.

**Lemma B.1.** The fluid value functions \( K^* \) in (3.6) and \( J^* \) in (3.7) share the following properties:

(i) They are convex and increasing.

(ii) Their first derivatives are concave and increasing.

(iii) Their second derivatives are decreasing, and vanish as \( x \to \infty \).

**Proof.** The first derivative of \( K^* \) in (3.6) is
\[
\nabla K^*(x) = \alpha + (2x + \alpha^2)^{1/2}. \tag{B.3}
\]

It is an increasing, concave and positive function. Consequently, the function \( K^* \) is convex and increasing.
The second derivative of $K^*$ is
\[ \nabla^2 K^*(x) = (2x + \alpha^2)^{-\frac{1}{2}}. \] (B.4)
It is positive, decreasing, and vanishes as $x \rightarrow \frac{1}{2}$ as $x \rightarrow \infty$.

The proof for the properties of $J^*$ is identical. \(\square\)

**Proof of Proposition 3.2.** The convexity and monotonicity of $K^*$ is established in Lemma B.1.

The Bellman error $E^D_n$ for $K^*$ is
\[
E^D_n(x) = \min_{u \geq 0} \left( c(x, u) + D_u K^*(x) \right)
= \min_{u \geq 0} \left( c(x, u) + (-u + \alpha) \nabla K^*(x) \right)
+ \frac{1}{2} \sigma_A^2 \nabla^2 K^*(x) \quad \text{(B.5)}
\]

The minimum vanishes by (2.16), which implies the desired bound on $E^D_n(x)$. \(\square\)

**Proof of Proposition 3.3.** It is easy to verify that the derivative of $h$ defined in (3.14) is increasing, so that $h$ is convex. Moreover, it is non-decreasing since $\nabla h(0) \geq 0$.

Using the first-order optimality condition in the definition of the Bellman error gives the minimizer in (3.13),
\[ \phi(x) = \nabla h(x). \] (B.6)
Substituting (3.10) and (B.6) into (3.13) gives,
\[
E^D_n(x) = \eta(2x + \alpha^2)^{\frac{1}{2}}(2x + q^2)^{-\frac{1}{2}} \frac{2}{\sqrt{2}}
+ \frac{1}{2} \sigma_A^2 \left( (2x + \alpha^2)^{-\frac{1}{2}} + \eta(2x + q^2)^{-\frac{1}{2}} \right). \] (B.7)
The first term in $E^D_n$ can be approximating using Taylor series,
\[
\eta(2x + \alpha^2)^{\frac{1}{2}}(2x + q^2)^{-\frac{1}{2}}
= \eta(1 + \frac{\alpha^2 - q^2}{2}(2x + q^2)^{-1} + O(x^{-2})), \] (B.8)
and combining (B.7) and (B.8) gives the desired conclusion. \(\square\)

To compute the bounds on $E^D_n$ in (B.13), we first give some properties of the $(c, K^*)$-myopic policy $\phi^{K^*}$ in the following lemma.

**Lemma B.2.** The policy $\phi^{K^*}$ satisfies
\[
\lim_{x \rightarrow \infty} \frac{\phi^{K^*}(x)}{\sqrt{x}} = \frac{1}{\sqrt{2}}.
\]

**Proof.** On denoting $K^*(x) = E[K^*(x + A(1))]$, we can express the $(c, K^*)$-myopic policy by using the first-order optimality condition in the definition (2.6),
\[ \phi^{K^*}(x) = \nabla K^*(x - \phi^{K^*}(x)). \]
Since $\nabla K^*(x)$ is a concave function of $x$, a result given in Lemma B.1, by Jensen’s inequality we obtain
\[
\nabla K^*(x - \phi^{K^*}(x)) = E[\nabla K^*(x - \phi^{K^*}(x) + A(1))]
\leq E[\nabla K^*(x + A(1))]
\leq E[\nabla K^*(x + E[A(1)])]
= \nabla K^*(x + \alpha). \quad \text{(B.9)}
\]
The first equality is justified because $A(1)$ has bounded support and $K^*$ is $C^2$, so we can justify the exchange of expectation and derivative. The first inequality follows from convexity of $K^*$.

Equations (B.9) combined with (B.3) imply the upper bound,

$$
\phi^{K^*}(x) = \mathcal{O}(x^{\frac{1}{2}}).
$$

We next establish a limit.

Since $\nabla K^*$ is increasing, as shown in (B.3), we obtain

$$
\phi^{K^*}(x) = \nabla K^*(x - \phi^{K^*}(x)) \geq \nabla K^*(x - \phi^{K^*}(x)).
$$

(B.11)

Combining (B.9) and (B.11) gives,

$$
\lim_{x \to \infty} \phi^{K^*}(x) = \lim_{x \to \infty} \nabla K^*(x).
$$

(B.12)

Substituting (B.3) into (B.12) then gives the desired conclusion.

Proof of Proposition 3.1 Part (i). The lower bound of $E_B$ follows directly from Proposition 2.3 Part (i),

$$
E_B(x) \geq \frac{1}{2} E \left[ \nabla^2 K^*(X_1) \cdot (-\phi^{K^*}(x) + A(1))^2 \right] + \eta \geq \frac{1}{2} E \left[ \nabla^2 K^*(x + A(1)) \cdot (-\phi^{K^*}(x) + A(1))^2 \right] \geq 0,
$$

(B.13)

where the second and third inequalities follow from Lemma B.1 that the second derivative of $K^*$ is positive and decreasing.

Combining Lemma B.2 and Assumption A1 we obtain

$$
\lim_{x \to \infty} \frac{1}{\sqrt{2x}} E \left[ \nabla^2 K^*(x + A(1)) \cdot (-\phi^{K^*}(x) + A(1))^2 \right] = 1
$$

(B.14)

Similarly, the upper bound of the Bellman error follows from Proposition 2.3 Part (ii),

$$
E_B(x) \leq \frac{1}{2} E \left[ \nabla^2 K^*(X_u) \cdot (-\phi^{F^*}(x) + A(1))^2 \right] \\
\leq \frac{1}{2} E \left[ \nabla^2 K^*(x - \phi^{F^*}(x)) \cdot (-\phi^{F^*}(x) + A(1))^2 \right],
$$

where the second inequality follows from the fact that $\nabla^2 K^*$ is decreasing.

The fluid optimal policy based on $K^*$ is $\phi^{F^*}(x) = \nabla K^*(x)$, and (B.4) provides an expression for the second derivative of $K^*$. Substituting these expressions in the previous limit gives,

$$
\lim_{x \to \infty} \frac{1}{\sqrt{2x}} E \left[ \nabla^2 K^*(x - \phi^{F^*}(x)) \cdot (-\phi^{F^*}(x) + A(1))^2 \right] = 1
$$

(B.15)

Combining (B.14) and (B.15) gives the desired conclusion.

To bound the direct error, we begin with a lemma useful to obtain finer bounds on value functions. A drift condition for this purpose is a relaxation of (2.8) called Poisson’s inequality [12, 22]: For some policy $\phi$, a constant $\bar{\eta} < \infty$, and a function $V: \mathbb{R}_+ \to \mathbb{R}_+$,

$$
c(x) + D V(x) \leq \bar{\eta}, \quad x \geq 0.
$$

(B.16)
where \( c(x) = c_\phi(x) = c(x, \phi(x)) \), and \( D = D_\phi \), as in (2.8).

It is simplest to state the following result for a general Markov chain on \( \mathbb{R}_+ \):

**Proposition B.3.** Suppose that Poisson’s inequality (B.16) holds, and that the continuous functions \( V \) and \( c \) satisfy for some \( 1 \leq z_c < z_v \), and \( \varepsilon > 0 \),

\[
V(x) \leq \varepsilon^{-1}x^{z_v}, \quad c(x) \geq \varepsilon x^{z_c}, \quad x \geq 1.
\]

Then there exists a bounded set \( S \) such that for any scalar \( \rho \) satisfying \( \rho < 1 \) and \( \rho \geq (1 - z_c/z_v) \), there exists a solution to (V3) of [23],

\[
PV_\rho \leq V_\rho - c_\rho + b_1 I_{S_1}
\]

where \( S \) is a bounded set, \( b \) is a constant, and the functions satisfy, for perhaps a different \( \varepsilon > 0 \),

\[
V_\rho(x) \leq \varepsilon^{-1}x^{\rho z_v}, \quad c_\rho(x) \geq \varepsilon x^{z_c - (1-\rho)z_v}, \quad x \geq 1.
\]

**Proof.** The function \( V_\rho \) is given by \( V_\rho = (1 + V)^\rho \). First note that Poisson’s inequality implies a version of (V3),

\[
PV \leq V - c_1 + b_1 I_{S_1}
\]

where \( c_1 = 1 + \frac{1}{2}c \), \( b_1 \) is a constant, and \( S_1 \) is a bounded interval. This holds because of the assumptions on \( c \).

The bound is then a simple application of concavity:

\[
V_\rho(X(t+1)) \leq V_\rho(X(t)) + \rho(1 + V(X(t)))^{\rho-1}
\]

Taking conditional expectations given \( X(t) = x \) gives,

\[
PV_\rho(x) \leq V_\rho(x) + \rho(1 + V(x))^{\rho-1}(PV(x) - V(x))
\]

\[
\leq V_\rho(x) + \rho(1 + V(x))^{\rho-1}(-c_1(x) + b_1 I_{S_1}(x))
\]

which implies the result. \( \square \)

The following lemma is based on the Comparison Theorem in [23].

**Lemma B.4.** The following inequality holds,

\[
E_x^{K^*} \left[ \sum_{t=0}^{\tau_0-1} E_\mu(X(t)) \right] \leq b_1 x + b_2,
\]

where \( b_1 \) and \( b_2 \) are two constants.

**Proof.** By Proposition 2.1, the fluid value function \( K^* \) also satisfies the ACOE,

\[
\min_{u \in U(x)} \left( c^{K^*}(x, u) + D_u K^*(x) \right) = \eta,
\]

where \( c^{K^*} \) is the inverse dynamic programming solution given in (2.11), and \( \eta \in \mathbb{R}_+ \) is an arbitrary constant.

It shows that the following Poisson’s equation holds,

\[
PV = V - c + \eta,
\]
where \( P = P_{\phi K} \), \( c = c^{K^*}(x, \phi^{K^*}(x)) \), and \( V = K^* \) is a Lyapunov function. Applying (3.6) and (3.9), there exist \( x_0 > 0 \) and \( 1 > \varepsilon > 0 \) such that

\[
V(x) \leq \varepsilon^{-1} x^2, \quad c(x) \geq \varepsilon x, \quad x \geq x_0.
\]

Consequently, Proposition B.3 implies that there exists a solution of (V3):

\[
PV_\rho \leq V_\rho - c_\rho + b_1 \|S\|
\]

where \( \rho = 2/3 \), \( S \) is a bounded set, \( b \) is a constant, and the functions satisfy, for \( \varepsilon_1 > 0 \),

\[
V_\rho(x) \leq \varepsilon_1^{-1} x, \quad c_\rho(x) \geq \varepsilon_1 x^{1/2}, \quad x \geq x_0.
\]

Following Proposition 3.1 and Theorem (14.2.3) in [23] gives,

\[
E_{\phi K}^x \left[ \sum_{t=0}^{\tau_0-1} \mathcal{E}_\eta(X(t)) \right] \leq a_1 E_{\phi K}^x \left[ \sum_{t=0}^{\tau_0-1} (X(t)^{1/2} + a_2) \right] \leq b_1 x + b_2,
\]

where \( a_1 \), \( a_2 \), \( b_1 \) and \( b_2 \) are constants.

Proof of Proposition 3.1 Part (ii). We first obtain an upper bound on \( \mathcal{E}_d \). Combining Proposition 2.2 and Lemma B.4 gives the desired upper bound on the direct error:

\[
\mathcal{E}_d(x) \leq E_{\phi K}^x \left[ \sum_{t=0}^{\tau_0-1} (\mathcal{E}_\eta(X(t)) - \eta^*) \right]
\]

\[
\leq E_{\phi K}^x \left[ \sum_{t=0}^{\tau_0-1} \mathcal{E}_\eta(X(t)) \right] \leq b_1 x + b_2.
\]

The proof of the lower bound is similar. Proposition 3.1 implies that there exist a constant \( b > 0 \) and a bounded set \( S \) such that,

\[
\mathcal{E}_\eta(x) - \eta^* \geq -b \|S\|. \tag{B.19}
\]

By Lemma 11.3.10 in [23] and the bound (3.8) assumed in Assumption A2, we have \( E_{\phi^*}^x \left[ \sum_{t=0}^{\tau_0-1} \|S\| \right] < n \), where \( n > 0 \) is a constant. Consequently, Proposition 2.2 together with (B.19) gives the lower bound on the direct error,

\[
\mathcal{E}_d(x) \geq E_{\phi^*}^x \left[ \sum_{t=0}^{\tau_0-1} (\mathcal{E}_\eta(X(t)) - \eta^*) \right] \geq -E_{\phi^*}^x \left[ \sum_{t=0}^{\tau_0-1} \|S\| \right] \geq -bn.
\]

\[\square\]
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