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ABSTRACT. This paper examines a dynamic version of the newsboy problem in which a decision maker must maintain service capacity from several sources to meet demand for a perishable good, subject to the cost of providing sufficient capacity, and penalties for not meeting demand. The focus application is the real-time operation of an electric power network in which there are multiple sources of power that are distinguished by their cost, as well as their responsiveness in terms of 'ramp rate'.

A complete characterization of the optimal outcome is obtained when normalized demand is modeled as Brownian motion. The optimal policy is affine: It is characterized by affine switching curves in the multidimensional state space. The optimal affine parameters are functions of variability in demand, production variables, and the cost of insufficient capacity.
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1. Introduction

Power networks throughout the world are managed through a sequence of scheduling decisions. In various regions of the United States this task is performed by the Independent Service Operator (ISO), which serves as an impartial planner to maintain the reliability of the system. In the first stage, generation units are committed to serve the predicted load for the next day. Next, to ensure that power is available despite unforeseen surges in demand, or breakdown of generation units, real-time scheduling decisions are made on time-scales ranging from a few minutes to one hour.

This paper concerns the latter real-time operation of a power network. Although this amounts to a relatively small portion of the energy used in a typical region — in some cases less than 10% of the total energy — real-time scheduling is critical for the reliability of the grid. It is clear that the importance of real-time scheduling will be even greater with increased penetration of volatile resources such as wind, tidal, or solar power [20].

We argue that the scheduling decision problems arising in the electric power industry is the largest, and arguably the best known example of a dynamic newsboy problem. The
general newsboy problem concerns managing inventory for perishable goods, subject to cost for production and storage, and uncertainty in sales due to uncertainty in demand. There may also be penalties for not meeting demand. In the dynamic version of this problem in the case of electric power, the system operator is continuously facing the challenge of meeting rapidly changing demand through an array of generators that can ramp up rather slowly due to constraints on generation as well as the complex dynamics of the power grid [39, 19]. Uncertainty arises from unpredictable demand, volatile supply, and failure of generation resources.

Electricity cannot be stored economically in large quantities, yet the cost of not meeting demand is astronomical. The massive black-out seen in the Northeast on August 14, 2003, which cost $4-6 billion dollars according to the US Department of Energy, reveals the tremendous cost of service disruption [37].

Although the focus application here is electric power, we note that the dynamic newsboy problem has application in many other settings. Examples are:

**Workforce management:** In a large organization such as a hospital or a call center one must maintain a large workforce to ensure effective delivery of services (see [41] for a recent academic treatment, or IBM’s website [38].) To increase capacity of service one must bring new employees to work. Proper talent is usually identified and trained to be placed in position, which takes time. Alternatively, the organization can hire an employee through a temporary service agency which can offer talent at short notice, but at a higher price than the “usual” hiring process. In an example such as a hospital where the cost of not meeting demand has high social cost, it is crucial to secure a reliable channel of workers through these means, and through on-call staff.

**Fashion manufacture and retail.** In supplying a seasonal fashion product, the retailer maintains a small inventory which is available at short notice, while maintaining a contract with the supplier for deliverables in case of an unexpected surge in demand. It is more economical to have such a contract than to maintain inventory, but it takes some time to deliver the product from the producer to the retailer if demand increases unexpectedly [18].

We examine an idealized model in which a firm produces and delivers a good to the consumer in continuous time. The good is perishable, in that it must be consumed immediately. This is the case in electric power or temporary services, and to a lesser extent fashionable clothing. The firm has access to a number of sources of service that can produce the good. The social value is realized as the good is delivered and consumed. On the other hand, if some demand is not met, the social cost is proportional to the size of the excess demand.

It is assumed that the mean demand is met by primary service (the cheapest source of service capacity) through a prior contract. On-going demand can be met through primary service, as well as \( K \geq 1 \) sources of ancillary service. In the case of electric power, primary service will come from coal or nuclear power generators. Gas turbine generators are an example of more expensive, yet more responsive sources of power providing ancillary service.

Other constraints and costs assumed in the model are:

- **Constrained production and free disposal:** Service capacity at time \( t \) from primary and ancillary services are denoted \( \{G^p(t), G^{a1}(t), \ldots, G^{aK}(t)\} \). Capacity is rate
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Constrained: $G^p(t)$ can increase at maximal rate $\zeta^p+\zeta$, and $G^{a_k}(t)$ can increase at maximal rate $\zeta^{a_k} < \infty$. Increasing capacity takes time, but the decision maker can freely (and instantaneously) dispose of excess capacity if desired.

- **Constant marginal capacity cost:** $\epsilon^p$ is the cost per unit capacity for primary service, and $\epsilon^{a_k}$ the cost of building one additional unit of capacity from the $k$th source of ancillary service. The cost parameters are ordered, $\epsilon^p < \epsilon^{a_1} < \cdots < \epsilon^{a_K}$.

- **Constant marginal value of consumption:** $v$ is the value per unit capacity for overall generation. At time $t$ the instantaneous value of available power is $v \min(D(t), G^p(t) + G^a(t))$, where $D(t)$ denotes demand, and $G^a(t) := \sum_i G^{a_i}(t)$.

- **Constant marginal dis-utility of shortage:** The excess capacity at time $t$ (i.e., the reserves), is denoted

\[ R(t) = G^p(t) + G^a(t) - D(t), \quad t \geq 0. \]

The marginal cost of excess demand is denoted $c^{bo} > 0$, so that the social cost of excess demand is given by $c^{bo} \max(-R(t), 0)$. The larger the shortage, the greater the damage to society. It is assumed that $c^{bo} > c^{a_K} > \cdots > c^{a_1} > \epsilon^p$.

In practice, in particular in the case of power generation, supply is also subject to a finite downward ramping rate. However, the downward ramping rate is assumed to be considerably higher than the upward ramping rate — We regard the assumption of free disposal as an idealization of a fast downward ramping rate.

The basic control problem amounts to scheduling these resources to minimize average or discounted cost. When normalized demand is modeled as a driftless Brownian motion the system is viewed as a $(K+1)$-dimensional constrained diffusion model. The optimal policy is constructed explicitly through a detailed analysis of the dynamic programming equations for the multidimensional model, and is found to be of the precise affine form introduced in [14] (see also [46, p. 194]). The optimal solution clearly reveals how volatility of demand and the production technology of service influences the size, the composition, and the dynamics of optimal service capacity.

1.1. **Background.** At the close of the 1950s, Herbert Scarf obtained the optimal policy for a single period newsboy problem and showed that it is of a threshold form [57, 58], following previous research on inventory models by Arrow et. al. [2] and by Bellman ([8] and [7, Chapter 5].) Scarf points out in [57] that the conclusion that the solution is defined by a threshold follows from the convexity of the value function with respect to the decision variables. These structural issues are also developed in [7], and in dozens of papers published over the past fifty years (e.g. [8, 63, 31, 32, 1, 60, 61].)

Following these results there was an intense research program concerning the control of one-dimensional inventory models, e.g. [36, 68, 56, 62, 5, 21, 54]. More recently there have been efforts in various directions to develop hedging (or safety stocks) in multidimensional inventory models to improve performance [34, 27, 28, 60], make the system more responsive, [30]), or to obtain approximate optimality [42, 43, 33, 6, 48, 49, 50, 14, 64].

In the single-period newsboy problem, with a single source of service, the determination of the optimal service capacity based on forecast demand can be computed through a static calculus exercise. The resulting threshold is dependent upon cost, penalties, and the distribution of demand (see e.g. the early work of H. Scarf [57].) Wein in [65] considers
4 IN-KOO CHO AND SEAN P. MEYN

the special case in which $K = 1$, and uses a similar calculation to obtain a formula for optimal reserves in the diffusion model.

The results on optimal control obtained here are most closely related to results reported in [14] (and developed further in [51]). It is shown that for a large class of multiclass, multi-dimensional network models, an optimal policy can be approximated in “workload space” by a generalized threshold policy. It is called an affine policy since it is constructed as an affine translation of the optimal policy for a fluid model. In particular, [14, Theorem 4.4] establishes affine approximations under the discounted cost criterion, and [14, Proposition 4.5 and Theorem 4.7] establishes similar results under the average cost criterion for a diffusion model. The method of proof reduces the optimization problem to a static optimization calculation based on a one-dimensional reflected Brownian motion (see also the discussion surrounding the height process (3.35) below.) Consequently, the formula for the optimal affine parameter obtained in [14, Proposition 4.5 and Theorem 4.7] coincides with the formula presented in [65, Proposition 3], and is similar to the threshold values given in Section 2.2.

Some of the structural results reported in Section 2.2 are generalized in [13] to a more complex network setting based on an aggregate relaxation, similar to the workload relaxations employed in the analysis of queueing models [42, 48, 51]. The results of the present paper and [15] were presented in part in [16], and are surveyed in the SIAM news article [55].

In all of this prior work, in the case of models of dimension greater than one, only approximations of the optimal policy are obtained. The main contribution of this paper is to obtain a closed-form expression for the optimal policy, and show that it is exactly of the affine form that is used as an approximation in prior work.

The remainder of the paper is organized as follows. Section 2 describes the diffusion model in which normalized demand is a Brownian motion. The modeling assumptions and main results of this paper are contained in Section 2: Results for the case of a single source of ancillary service are contained in Section 2.2, and these results are generalized to the general model in Section 2.3. The proofs of the main results are contained in Section 3 along with some extensions. Section 4 concludes the paper.

2. Dynamic Newsboy Model and Main Results

This section summarizes the main results of this paper. A diffusion model is considered in the simplest case in which there is a single customer (also referred to as the consumer) that is served by primary and ancillary services. For the moment it is assumed that the consumer can access only a single source of ancillary service. It is assumed that the two sources of service are owned by the same firm, simply called the supplier.

The analysis is extended to multiple sources of service in Section 2.3.

2.1. Diffusion Model. Service capacity at time $t$ from primary and ancillary services are denoted $\{G^p(t), G^a(t)\}$. Recall that, in application to electric power, we are considering real-time operations, so that the bulk of generation is scheduled in advance. The quantity $G^p(t)$ is the deviation in supply from this day-ahead scheduling, and hence it is not sign-constrained. The demand $D(t)$ is in fact the deviation in demand from forecast, so that
it also can take on positive or negative values. However, ancillary service is not scheduled in advance, so we impose the constraint that \( G^p(t) \geq 0 \) for all \( t \).

Reserve at time \( t \) is defined by \( R(t) = G^p(t) + G^a(t) - D(t) \) as expressed in (1.1). The event \( R(t) < 0 \) is interpreted as the failure of reliable services. In the application to electric power this represents black-out since the demand for power exceeds supply.

We sometimes refer to \( G^p(t) + G^a(t) \) as the on-line capacity, since the supplier can offer primary and ancillary services \( G^p(t) \) and \( G^a(t) \) instantaneously at time \( t \). Capacity is subject to ramping constraints: For finite, positive constants \( \zeta^{p+}, \zeta^{a+} \),

\[
\frac{G^p(t') - G^p(t)}{t' - t} \leq \zeta^{p+} \quad \text{and} \quad \frac{G^a(t') - G^a(t)}{t' - t} \leq \zeta^{a+} \quad \text{for all } t' > t \geq 0.
\]

We assume the free disposal of capacity, which means that \( G^p(t) \) and \( G^a(t) \) can decrease infinitely quickly. The ramping constraints can be equivalently expressed through the equations,

\[
(2.2) \quad G^p(t) = G^p(0) - I^p(t) + \zeta^{p+} t, \quad G^a(t) = G^a(0) - I^a(t) + \zeta^{a+} t, \quad t \geq 0,
\]

where the idleness processes \( \{I^p, I^a\} \) are non-decreasing. It is assumed that \( D(0) \) is given as an initial condition, and primary service is initialized using the definition (1.1),

\[
G^p(0) = R(0) + D(0) - G^a(0).
\]

Throughout most of the paper it is assumed that \( D(0) = 0 \).

It is assumed throughout the paper that \( D \) is a driftless Brownian motion, with instantaneous variance denoted \( \sigma_D^2 > 0 \). The model (1.1) is then called the controlled Brownian motion (CBM) model, with two-dimensional state process \( X := (R, G^a)^T \). A Gaussian model for demand might be justified by considering a Central Limit Theorem scaling of a large number of individual demand processes. Rather than attempting to justify a limiting model, here we choose a Gaussian demand model for the purposes of control design.

Under this assumption, the state process \( X \) evolves according to the Itô equation,

\[
(2.3) \quad dX = \delta X - BdI(t) - dD(X)(t), \quad t \geq 0,
\]

where \( X(0) = (r, G^a)^T \in X = \mathbb{R} \times \mathbb{R}_+ \) is given, \( \delta X = (\zeta^{p+} + \zeta^{a+}, \zeta^{a+})^T, \) \( D(X)(t) = (D(t), 0)^T, \) and the \( 2 \times 2 \) matrix \( B \) is defined by,

\[
(2.4) \quad B = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}.
\]

It is assumed that that the process \( I = (I^p, I^a)^T \) appearing in (2.2) and (2.3) is adapted to \( D \), and that the resulting state process \( X \) is constrained to the state space \( X = \mathbb{R} \times \mathbb{R}_+ \). A process \( I \) satisfying these constraints is called admissible.

In what follows we restrict to stationary Markov policies defined as a family of admissible idleness processes \( \{I^x\} \), parameterized by the initial condition \( x \in X \), with the defining property that the controlled process \( X \) is a strong Markov process on \( X \).

One example of a stationary Markov policy is the affine policy that we define next. For \( x \in \mathbb{R} \) we denote,

\[
(2.5) \quad x_+ = \max(x, 0), \quad x_- = \max(-x, 0) = (-x)_+.
\]

**Definition 2.1.** An affine policy for the CBM model (2.3) is based on a pair of thresholds \((\bar{r}^p, \bar{r}^a)\), satisfying \( \bar{r}^p > \bar{r}^a > 0 \):
Figure 1: Trajectory of the two-dimensional model under an affine policy

(i) For the initial condition \(X(0) = x = (r, g^a)^T \in X\),

\[
X(0^+) = \begin{cases} 
(r, \beta(1)), & g^a \geq r - \bar{r}^p \\
(0, g^a), & g^a \leq r - \bar{r}^p \\
(r, g^a), & \text{else},
\end{cases}
\]

where \(\beta := \min((r - \bar{r}^a), g^a) \geq 0\).

(ii) For \(t > 0\) the state process \(X\) is restricted to the smaller state space given by \(\mathcal{R}(\bar{r}) := \text{closure}(\mathcal{R}^p \cup \mathcal{R}^a)\), where

\[
\mathcal{R}^a = \{x \in X : x_1 < \bar{r}^a, x_2 \geq 0\}, \quad \mathcal{R}^p = \mathcal{R}^a \cup \{x \in X : x_1 < \bar{r}^p, x_2 = 0\}.
\]

(iii) For any \(t > 0\), if \(R(t) < \bar{r}^p\), then \(\frac{d}{dt}G^p(t) = \zeta^p\), and if \(R(t) < \bar{r}^a\) then \(\frac{d}{dt}G^a(t) = \zeta^a\). Consequently, the following boundary constraints hold with probability one,

\[
\int_0^\infty \mathbb{I}\{X(t) \in \mathcal{R}^P\} \, dP(t) = \int_0^\infty \mathbb{I}\{X(t) \in \mathcal{R}^a\} \, dI^a(t) = 0.
\]

A sketch of a typical sample path of \(X\) under an affine policy is shown in Figure 1. From the initial condition shown, the process has mean drift \(\delta_X\), up until the first time that \(R(t)\) reaches the threshold \(\bar{r}^a\). The subsequent downward motion shown is a consequence of reflection at the boundary of \(\mathcal{R}^a\). Since \(R(t)\) remains near \(\bar{r}^a\) yet primary service is ramped up at maximum rate \(\zeta^p\), it follows that ancillary service capacity has long-run average drift of \(-\zeta^p\) up until the first time that \(G^a(t)\) reaches zero. For the fluid model in which \(\sigma_D^2 = 0\) we have \(\frac{d}{dt}G^a(t) = \zeta^a\) when \(R(t) < \bar{r}^a\); \(\frac{d}{dt}G^a(t) = -\zeta^p\) whenever \(G^a(t) > 0\) and \(R(t) = \bar{r}^a\).

2.2. Optimization. Recall that \(\{c^p, c^a\}\) denote the cost for maintaining one additional unit of capacity for primary and ancillary services. It is assumed that the marginal cost of production is higher for ancillary service,

\(c^p < c^a\).
Welfare functions for the supplier and consumer are defined respectively by,

\[ W_S(t) := (p^p - c^p)G^p(t) + (p^a - c^a)G^a(t) \]

(2.9)

\[ W_D(t) := v \min(D(t), G^p(t) + G^a(t)) - (p^p G^p(t) + p^a G^a(t) + c^{bo} R_-(t)) \]

Recall that \( R_-(t) = \max(-R(t), 0) \) (see (2.5)).

The supplier is paid for the “on-line” capacity rather than the services delivered. For example, in an application to power the generator may have to burn coal in order to maintain a certain level of on-line capacity. On the other hand, the consumer obtains surplus only from the power delivered.

The welfare function for the consumer can be simplified,

\[ W_D(t) = vD(t) - (p^p G^p(t) + p^a G^a(t) + (c^{bo} + v)R_-(t)), \]

where we have used the identity,

\[ \min(D(t), G^p(t) + G^a(t)) = \min(D(t), R(t) + D(t)) = D(t) - R_-(t). \]

The social surplus at time \( t \) is given by,

\[ W(t) = W_S(t) + W_D(t). \]

From the identity \( G^p(t) = R(t) + D(t) - G^a(t) \), the social surplus is equivalently expressed,

\[
W(t) = vD(t) - [c^p G^p(t) + c^a G^a(t) + (c^{bo} + v)R_-(t)] \\
= (v - c^p)D(t) - [c^p R(t) + (c^a - c^p)G^a(t) + (c^{bo} + v)R_-(t)] \\
= (v - c^p)D(t) - C(t),
\]

where the cost defined by,

\[ C(t) := c(X(t)) := c^p R(t) + (c^a - c^p)G^a(t) + (c^{bo} + v)R_-(t). \]

The mean demand takes on a constant value \( E[D(t)] = E[D(0)] \). Hence, for a given initial condition \( D(0) = d \),

\[ E[W(t)] = (v - c^p)d - E[C(t)], \quad t \geq 0. \]

In our optimization calculations we will consider the minimization of mean cost rather than maximization of mean welfare; this is justified by (2.12) since demand is assumed to be exogenous. We consider the two standard optimization criteria,

\[ \text{Average cost: } \eta := \lim_{T \to \infty} \sup \mathbb{E}_x \left[ \frac{1}{T} \int_0^T c(X(t)) \, dt \right] \]

(2.13)

\[ \text{Discounted cost: } J_\gamma(x) := \mathbb{E}_x \left[ \int_0^\infty e^{-\gamma t} c(X(t)) \, dt \right], \]

(2.14)

where \( \gamma > 0 \) is the discount parameter, and \( x \in X \) is the initial condition of \( X \). Our goal is to minimize the given criterion over all stationary policies.

The steady-state cost can be computed based on the following result of [13].

**Theorem 2.2.** For any affine policy, the Markov process \( X \) is exponentially ergodic [22]. The unique stationary distribution \( \pi \) on \( X \) satisfies,
where 
\[ \eta = \frac{\zeta^{p+} + \zeta^{a+}}{\sigma_D}, \quad \theta_p = 2\frac{\zeta^{p+}}{\sigma_D}. \]  

(ii) The steady state mean of the cost \( c : X \to \mathbb{R}_+ \) defined in (2.11) is explicitly computable, 
\[ \eta(\bar{r}) := \pi(c) = \theta_a^{-1} \left( \frac{\zeta^{a+}}{\zeta^{p+}}c^a + e^{-\theta_a(\bar{r}_a - \bar{r}^a)}(c^{bo} + v) \right) e^{-\theta_p(\bar{r}_p - \bar{r}^p) + (\bar{r}_p - \theta_p^{-1})p^p}. \]  

Consequently, the steady-state mean welfare functions of the supplier and consumer are computable when prices are fixed: 

**Corollary 2.3.** For any affine policy the steady-state mean social surplus is finite. When \( D(0) = 0 \), we have 
\[ \lim_{t \to \infty} E[\mathcal{W}(t)] = -\eta(\bar{r}), \]  
where \( \eta \) is given in (2.16), and the convergence is exponentially fast. Moreover, if the prices \( (p^p, p^a) \) are fixed, then the individual welfare functions have finite steady-state means, 
\[ \lim_{t \to \infty} E[\mathcal{W}_S(t)] = \theta_a^{-1} \left( \frac{\zeta^{a+}}{\zeta^{p+}}c^a + e^{-\theta_a(\bar{r}_a - \bar{r}^a)}(c^{bo} + v) \right) e^{-\theta_p(\bar{r}_p - \bar{r}^p) + (\bar{r}_p - \theta_p^{-1})p^p} \]  
\[ \lim_{t \to \infty} E[\mathcal{W}_D(t)] = - \left[ \theta_a^{-1} \left( \frac{\zeta^{a+}}{\zeta^{p+}}c^a + e^{-\theta_a(\bar{r}_a - \bar{r}^a)}(c^{bo} + v) \right) e^{-\theta_p(\bar{r}_p - \bar{r}^p) + (\bar{r}_p - \theta_p^{-1})p^p} \right]. \]  

When \( D(t) \) has zero-mean and the prices are fixed with \( p^p \leq p^a \leq c^{bo} + v \), then necessarily \( E[\mathcal{W}_D(t)] < 0 \): Exactly as in the derivation of (2.12) we have, 
\[ E[\mathcal{W}_D(t)] = -E[p^p R(t) + (p^a - p^p)G^a(t) + (c^{bo} + v)R_-(t)], \quad t \geq 0. \]  
This is the inevitable ‘cost of variability’, i.e. risk, as seen by the consumer. Since we have assumed that demand is normalized, the consumer sees additional value arising from the contract purchase of mean-demand at time 0—. 

An alternative is that the consumer forgoes the real-time market, trusting the ‘long term contract’ already secured to meet mean-demand, so that \( G^p = G^a = 0 \). Based on (2.9) this leads to \( W_S(t) = 0 \) and 
\[ W_D(t) = -(vD_-(t) + c^{bo}D_+(t)). \]  
If \( D(0) = 0 \) this then gives, 
\[ E[W_D(t)] = -\frac{1}{2}(c^{bo} + v)E[D(t)] = -\frac{1}{2}(c^{bo} + v)\sqrt{7}E[D(1)] \]  
In conclusion, although the residual mean welfare seen by the consumer is always negative, there remains much benefit to engage the supplier for services if the prices are not too high. As clearly shown in (2.18), the alternative ‘open-loop’ strategy is not sustainable.
The following two theorems describe the optimal policy for the social planner under the two cost criteria (2.13), (2.14). The proof of Theorem 2.4 is contained in Section 3.3. It is remarkable that the optimal policy is computable for this multi-dimensional model, and that the optimal solution is of this simple affine form.

**Theorem 2.4.** The average-cost optimal policy (over all stationary policies) is affine, with specific parameter values given by,

\[
\bar{r}_a^* = \theta_a^{-1} \ln \left( \frac{c^{bo} + v}{c^a} \right),
\]

\[
\bar{r}_p^* = \bar{r}_a^* + \theta_p^{-1} \ln \left( \frac{c^a}{c^p} \right).
\]

\(\Box\)

From Theorem 2.2 (ii) it can be shown that the average cost is **convex** as a function of \((\bar{r}_p, \bar{r}_a)\), with unique minimum given in (2.19). This is plainly illustrated in the plot shown at right in Figure 2.

The proof of Theorem 2.5 is similar to the proof of Theorem 2.4. Computation of the parameters in (2.20) is provided in [51, Theorem 7.4.7] as part of the formulation of the "diffusion heuristic" (see also [12]).

**Theorem 2.5.** The optimal policy under the discounted-cost control criterion is affine for a unique pair of parameters given by

\[
\bar{r}_{\gamma}^{\alpha*} = \theta_a^{-1} \ln \left( \frac{c^{bo} + v}{c^a} \right),
\]

\[
\bar{r}_{\gamma}^{p*} = \bar{r}_{\gamma}^{\alpha*} + \theta_p^{-1} \ln \left( \frac{c^a}{c^p} \right),
\]

where the parameters \(\theta_p, \theta_a\) are each positive roots of a quadratic equation of the form

\[
\frac{1}{2} \sigma_D^2 \theta^2 - \zeta^+ \theta - \gamma = 0.
\]

In the case of \(\theta_p\) we have \(\zeta^+ = \zeta^{p+}\), and for \(\theta_a\) we have \(\zeta^+ = \zeta^{a+} + \zeta^{p+}\). Furthermore \(\bar{r}_{\gamma}^{p*} \to \bar{r}_p^*\) and \(\bar{r}_{\gamma}^{\alpha*} \to \bar{r}_a^*\) as \(\gamma \to 0\), where \(\bar{r}_p^*\) and \(\bar{r}_a^*\) are given in (2.19). \(\Box\)
2.3. Multiple Levels of Ancillary Service. The extension of the model to multiple sources of ancillary service contains no surprises: Suppose that there are $K$ classes of ancillary service, with reserve capacities at time $t$ denoted \{${G}^{a_1}(t), \ldots, {G}^{a_K}(t)$\}. The reserve remains defined as (1.1) with \(G(a) := \sum_i G^a_i(t)\). The associated cost parameters and ramping rate constraints are denoted \{\(c_i^a, \zeta_i^a + \) : \(1 \leq i \leq K\)\} where \[
\frac{{G}^{a_i}(t') - {G}^{a_i}(t)}{t' - t} \leq \zeta_i^a + \text{ for all } t' > t.
\]

It is assumed that the cost parameters are strictly increasing in the index $i$, with \(c^{a_K} < c^b\).

The state process for control is \(X(t) := (R(t), {G}^{a_1}(t), \ldots, {G}^{a_K}(t))^T\), which is constrained to \(X := \mathbb{R} \times \mathbb{R}^K_+\). An affine policy is defined using the natural extension of the previous definition: For given parameters \{\(\bar{r}^p > \bar{r}^{a_1} > \ldots > \bar{r}^{a_K}\)\} we denote \(\mathcal{R}^{a_i} := \{x = (r; g^{a_1}, \ldots, g^{a_K}) \in \mathbb{R} \times \mathbb{R}^m_+ : r < \bar{r}^{a_i}, \ g^{a_j} = 0 \text{ for } j > i\}\).

The affine policy is defined so that \(X(t) \in \text{closure}(\mathcal{R}^{a_i})\) whenever \(G^{a_i}(t) > 0\) and moreover, for each \(i\),
\[
\int_0^\infty \mathbb{I}\{X(t) \in \mathcal{R}^{a_i}\} \, dI^{a_i}(t) = 0.
\]

That is, \(G^{a_i}(t)\) ramps up at maximal rate when \(X(t) \in \mathcal{R}^{a_i}\).

The cost function for the centralized planner is given by,
\[
c(x) := c^p r + \sum_{i=1}^K (c^{a_i} - c^p) g^{a_i} + (c^b + v) r_-. \]

We present an extension of Theorem 2.4 for the model with \(K\) levels of ancillary service. It is found that the average cost optimal policy is again affine. The analogous result in the case of discounted cost is also valid.

In an optimal solution, capacity can sometimes be sought from a supplier with a high cost, especially if the supplier’s capacity has a high ramping rate. It can be shown that the introduction of a new generator will strictly reduce the value of \(\bar{r}^{p*}\) obtained in (2.22) whenever \(\zeta_i^a > 0\).

**Theorem 2.6.** The average-cost optimal policy for \(X\) is affine, with specific parameter values given in the following modification of (2.19),
\[
\begin{align*}
\bar{r}^{a_i} &= \bar{r}^{a_i + 1} + \frac{1}{2} \frac{\sigma_D^2}{s_i^+} \ln \left( \frac{e^{a_i + 1}}{e^{a_i}} \right), \quad 1 \leq i \leq K, \\
\bar{r}^{p*} &= \bar{r}^{a_1} + \frac{1}{2} \frac{\sigma_D^2}{\zeta^p} \ln \left( \frac{e^{a_1}}{c^p} \right),
\end{align*}
\]
where \(s_i^+ := \zeta_i^p + \sum_{j<i} \zeta_j^{a_j+}\), and we denote \(c^{K+1} := c^b\) and \(\bar{r}^{a_{K+1}^*} := 0\). □

2.4. Numerical Examples. To conclude this section we present some numerical results based on simulation and dynamic programming experiments. These plots are taken from [12] where the reader can find further numerical results.

Simulation and optimization are performed for a two-dimensional controlled random-walk (CRW) model which evolves in discrete time. The forecasted excess capacity at time \(t \geq 1\) is again defined by (1.1), where \(D(t)\) is the demand at time \(t\), and \((G^p(t), G^a(t))\)
are current capacity levels from primary and ancillary service. It is assumed that $D$ is a random walk

$$D(t) = \sum_{s=1}^{t} \mathcal{E}(s), \quad t = 1, 2, \ldots,$$

where the increment process $\mathcal{E}$ is i.i.d., with zero mean and bounded support. The state process $X$ is constrained to the state space $\mathcal{X}$, and obeys the recursion,

$$(2.23) \quad X(t+1) = X(t) + BU(t) - \mathcal{E}_X(t+1), \quad t = 0, 1, \ldots,$$

where the two dimensional process $\mathcal{E}_X$ is defined as $\mathcal{E}_X(t) := (\mathcal{E}(t), 0)^T$. It is assumed that $U(t) \in U(X(t))$ for all $t \in \mathbb{Z}_+$, where

$$U := \{u = (u^p, u^a)^T \in \mathbb{R}^2 : -\infty \leq u^p \leq \zeta^{p+}, -\infty \leq u^a \leq \zeta^{a+}\},$$

$$U(x) := \{u \in U : x + Bu \in \mathcal{X}\}, \quad x \in \mathcal{X}.$$

An average-cost optimal policy is defined by a feedback law $f_* : \mathcal{X} \to U$, that is characterized by the discrete-time dynamic programing equations. In analogy with the CBM model, we define the pair of regions,

$$(2.24) \quad \mathcal{R}^p = \{x \in \mathcal{X} : f_*(x) = u^{p+}\}, \quad \mathcal{R}^a = \{x \in \mathcal{X} : f_*(x) = u^{a+}\},$$

where $u^{p+}$ and $u^{a+}$ are defined in (3.27).

Consider a simple instance of the CRW model in which an optimal policy can be computed using value iteration. The marginal distribution of the increment process $\mathcal{E}$ is symmetric, with support contained in the finite set $\{0, \pm 3, \pm 6\}$. The cost parameters are taken to be $c^{bo} = 100$, $c^a = 10$, $c^p = 1$, and we take $\zeta^{p+} = 1$, $\zeta^{a+} = 2$. The state process $X$ is restricted to an integer lattice to facilitate computation.
Three cases are considered to show how an optimal policy is influenced by variability: In each case the marginal distribution of $\mathbf{E}$ is uniform on its respective support. The support and respective variance values are given by,

\begin{align*}
(a) \quad & \{-3, 0, 3\}, \quad \sigma^2_a = 6 \\
(b) \quad & \{-6, -3, 0, 3, 6\}, \quad \sigma^2_b = 18 \\
(c) \quad & \{-6, 0, 6\}, \quad \sigma^2_c = 24.
\end{align*}

The marginal distribution has zero mean since the support is symmetric in each case.

The average-cost optimal policy was computed for these three different models using value iteration. Results from these experiments are illustrated in Figure 3: The constant $\bar{r}_p$ is defined as the maximum of $r \geq 0$ such that $U^p(t) = 1$ when $X(t) = (r, 0)^T$. The grey region represents the set $\mathcal{R}^a$ defined in (2.24), and the constant $\bar{r}_a$ is an approximation of the right-hand boundary of $\mathcal{R}^a$.

Also shown in Figure 3 is a representation of the optimal policy for the CBM model with first and second order statistics consistent with the CRW model. That is, the demand process $\mathbf{D}$ was taken to be a drift-less Brownian motion with variance $\sigma^2_D$ equal to 6, 18, or 24 as shown in the figure. The constants $\bar{r}^{p*}, \bar{r}^{a*}$ indicated in the figure are the optimal parameters for the CBM model given in (2.19). The optimal policy for the CBM model closely matches the optimal policy for the discrete-time model in each case.

We consider now a simulation experiment based on a family of affine policies for the CRW model.

The model parameters used in this simulation are as follows: The ‘value of consumption’ defined in the introduction is $v = 0$, $c^p = 1$, $c^a = 20$, and $c^{bo} = 400$. The ramp-up rates were taken as $\zeta^p = 1/10$ and $\zeta^a = 2/5$. The marginal distribution of the increment distribution was taken symmetric on $\{\pm 1\}$.

Shown at right in Figure 2 is the average cost obtained from Theorem 2.2 (ii) for the CBM model with first and second order statistics identical to those of the CRW model. For these numerical values, (2.19) gives $(\bar{r}^{p*}, \bar{r}^{a*}) = (17.974, 2.996)$.

Affine policies for the CRW model were constructed based on threshold values $\{\bar{r}^{p}, \bar{r}^{a}\}$. The average cost was approximated under several values of $(\bar{r}^{p*}, \bar{r}^{a*})$ based on the (unbiased) smoothed estimator of [35] (for details see [12].) In the simulation shown at left in Figure 2 the time-horizon was $n = 8 \times 10^5$. Among the affine parameters considered, the best policy for the discrete time model is given by $(\bar{r}^{p*}, \bar{r}^{a*}) = (19, 3)$, which almost coincides with the optimal values for the CBM model obtained using (2.19).

The thesis [12] contains similar simulations in which $\mathbf{E}$ is Markov rather than i.i.d.. Similar solidarity is seen in these experiments when $\sigma^2_D$ is taken to be the asymptotic variance appearing in the Central Limit Theorem for $\mathbf{E}$.

In conclusion, in spite of the drastically different demand statistics, the best affine policy for the discrete-time model is remarkably similar to the average-cost optimal policy for the continuous-time model with Gaussian demand. Moreover, the optimal average cost for the two models are in close agreement.

We now consider in further detail the CBM model.

3. Diffusion Model

Here we present proofs of the main results as well as necessary background that may be of independent interest. Without loss of generality we take $D(0) = 0$ throughout.
3.1. Poisson’s equation. It is convenient to introduce two “generators” for $X$ under a given Markov policy. The extended generator, denoted $A$, is defined as follows: We write $Af = g$ and say that $f$ is in the domain of $A$ if the stochastic process $M_f$ defined below is a local martingale for each initial condition,

$$M_f(t) := f(X(t)) - f(X(0)) + \int_0^t g(X(s)) \, ds, \quad t \geq 0. \tag{3.25}$$

That is, there exists a sequence of stopping times $\{\tau_n\}$ satisfying $\tau_n \uparrow \infty$, and for each $n$ the stochastic process $\{M_f(t) = M_f(t \wedge \tau_n) : t \geq 0\}$ satisfies the martingale property,

$$E[M_f(t+s) \mid \mathcal{F}_t] = M_f(t), \quad t, s \geq 0,$$

where $\mathcal{F}_t = \sigma(X(s), D(s) : s \leq t)$. See [24, 22] for background.

The differential generator is defined on $C^2$ functions $f : X \to \mathbb{R}$ via,

$$Df := \langle \nabla f, Bu^+ \rangle + \frac{1}{2} \sigma_D^2 \frac{\partial^2}{\partial r^2} f, \tag{3.26}$$

with

$$u^+ = (\zeta^+, \gamma^+)^T, \quad a^+ = (\zeta^+, \gamma^a)^T. \tag{3.27}$$

Suppose that $X$ is controlled using an affine policy, and that the $C^2$ function $f$ satisfies the boundary conditions,

$$\langle \nabla f(x), B1^i \rangle = 0, \quad r = \bar{r}^p, \quad g^a = 0, \quad \langle \nabla f(x), B1^2 \rangle = 0, \quad r = \bar{r}^a, \quad g^a \geq 0. \tag{3.28}$$

where $\{1^i\}$ are the standard basis vectors. It then follows from Itô’s formula that $f$ is in the domain of $A$ with $Af = Df$.

In (3.28) and throughout the paper the vector $1^i$ denotes the $i$th basis vector in Euclidean space.

Suppose that $X$ is defined by a Markov policy with steady-state cost $\eta := \pi(c) < \infty$, where $c$ is defined in (2.11). Poisson’s equation is then defined to be the identity,

$$Ah = -c + \eta \tag{3.29}$$

The function $h : X \to \mathbb{R}$ is known as the relative value function. If (3.29) holds then the stochastic process defined below is a local martingale for each initial condition,

$$M_h(t) = h(X(t)) - h(X(0)) + \int_0^t (c(X(s)) - \eta) \, ds, \quad t \geq 0. \tag{3.30}$$

The following result is an extension of results of [13], following [52, 29] and [53, Chapter 17].

Define for any policy the two stopping times,

$$\tau_p := \inf\{t \geq 0 : P(t) > 0\}, \quad \tau_a := \inf\{t \geq 0 : I^a(t) > 0\}. \tag{3.31}$$

For an affine policy with thresholds $\bar{r}^a < \bar{r}^p$ these stopping times have the equivalent representation,

$$\tau_p = \inf\{t \geq 0 : R(t) \geq \bar{r}^p\}, \quad \tau_a = \inf\{t \geq 0 : R(t) \geq \bar{r}^a\}.$$

In this case it is shown that the function $h : X \to \mathbb{R}$ defined as

$$h(x) = \mathbb{E}_x \left[ \int_0^{\tau_p} (c(X(t)) - \eta) \, dt \right], \quad x \in X, \tag{3.32}$$
solves Poisson’s equation for $X$, where $\eta(\bar{r})$ is defined in Theorem 2.2.

**Proposition 3.1.** Suppose that $X$ is controlled using an affine policy. Then,

(i) The following bound holds for each $m \geq 2$, some constant $b_m < \infty$, and any stopping time $\tau$ satisfying $\tau \leq \tau_p$,

$$
E_x \left[ \|X(\tau)\|^m + \int_0^\tau \|X(t)\|^{m-1} dt \right] \leq b_m (\|x\|^m + 1) \quad x \in X.
$$

(ii) One solution to Poisson’s equation is given by (3.32). Moreover, for this solution the stochastic process $M_h$ is a martingale.

(iii) The function $h$ given in (3.32) satisfies for some $b_0 < \infty$,

$$
-b_0 \leq h(x) \leq b_0 (\|r - g^a\|^2 + 1), \quad x \in X.
$$

**Proof.** Part (i) is a minor extension of the proof of Proposition A.2 in [13]. Parts (ii) and (iii) are given in [13, Proposition A.2].

Since the proof is short we include a proof of (i): Consider for $m \geq 2$ the $C^2$ function $V_m(x) := m^{-1}|r - g^a - \bar{r}|^m$, $x = (r, g^a)^T \in X$. Applying the differential generator (3.26) we obtain,

$$
DV_m(x) = -\zeta^p |r - g^a - \bar{r}|^{m-1} + \sigma^p_2 (m-1)|r - g^a - \bar{r}|^{m-2}, \quad x \in \mathcal{R}(\bar{r}),
$$

where $\mathcal{R}(\bar{r})$ is defined above (2.7). This function also satisfies the boundary conditions given in (3.28) since $m \geq 2$, so that $V_m$ is in the domain of $A$ and $AV_m = DV_m$ (this follows from Itô’s formula — See [24, Theorem 2.9, p. 287], [23, 59] and their references). Consequently, one can find a compact set $S_m \subset X$, $c_m < \infty$, and $\varepsilon_m > 0$ such that,

$$
AV_m \leq -\varepsilon_m V_{m-1} + c_m I_{S_m}, \quad \text{on } \mathcal{R}(\bar{r}).
$$

The bound in (i) then follows from standard arguments (see [13, Proposition A.2] and also [52]). \qed

### 3.2. Height process.

Proposition 3.1 asserts that the function $h$ defined in (3.32) is a solution to Poisson’s equation. To prove Theorem 2.4 we construct representations for the gradient of $h$ in terms of the stopping times defined in (3.31), and the pair of sensitivity functions,

$$
\lambda_p(x) = \langle \nabla c(x), B^1 \rangle = c^p - I\{r \leq 0\}c^{bo},
$$

$$
\lambda_0(x) = \langle \nabla c(x), B^2 \rangle = c^a - I\{r \leq 0\}c^{bo}.
$$

The analysis is based upon a reduction to a pair of one-dimensional reflected processes: the *height processes* with respect to each of the thresholds $\bar{r}^p, \bar{r}^a$,

$$
H^p(t) := \bar{r}^p - R(t) + G^p(t),
$$

$$
H^a(t) := \bar{r}^a - R(t), \quad t \geq 0.
$$

We have $H^p(t) \geq 0$ for all $t > 0$ under the affine policy, and moreover,

$$
dH^p(t) = -\zeta^p dt + dI^p(t) + dD(t), \quad t \geq 0.
$$

Hence $H^p$ is a one-dimensional reflected Brownian motion (RBM), and $H^a$ evolves as an RBM up until the first time that $G^a(t) = 0$. 

To analyze these height processes we first present some results for a standard RBM satisfying the the Itô equation,
\begin{equation}
(3.36) \quad dH = -\delta_H \, dt - dI(t) + dD(t), \quad t \geq 0,
\end{equation}
where \( D \) is a driftless Brownian motion, and the reflection process \( I \) is non-decreasing and satisfies,
\[ \int_{0}^{\infty} \mathbb{I}\{H(t) > 0\} \, dI(t) = 0. \]

When \( \delta_H > 0 \) the Markov process \( H \) is positive recurrent, and its unique invariant probability measure is exponential with parameter \( \theta_H := 2\delta_H/\sigma_H^2 \) [11].

For a given constant \( r_0 \geq 0 \) define
\[ \tau_{r_0} = \min\{t \geq 0 : H(t) = r_0\} \]
and consider the convex, \( C^1 \) function defined by,
\begin{equation}
(3.37) \quad \Psi(r) = \begin{cases} 
\theta_H r & r < r_0 \\
\theta_H r_0 + m_H(r - r_0) & r \geq r_0,
\end{cases}
\end{equation}
where \( m_H = \Psi'(r_0) = \theta_H(e^{\theta_H r_0} - 1) \).

**Proposition 3.2.** Suppose that the reflected Brownian motion has negative drift so that \( \delta_H > 0 \). Then for each initial condition \( H(0) = r \geq 0 \),
1. \( E[\tau_0] = \delta_{-1} H r \).
2. For any \( r_0 \geq r \),
\[ \mathbb{P}\{\tau_{r_0} < \tau_0\} = (e^{\theta_H r_0} - 1)^{-1}(e^{\theta_H r} - 1). \]
3. For any constant \( r_0 > 0 \),
\begin{equation}
(3.38) \quad E_z \left[ \int_{0}^{\tau_0} \mathbb{I}\{H(t) \geq r_0\} \, dt \right] = \left( \Psi(r) - 1 + \theta_H r \right) \left( \delta_H \theta_H e^{\theta_H r_0} \right)^{-1}.
\end{equation}

**Proof.** These formulae can be found in or derived from results in [11]. In particular (ii) is given as formula 3.0.4 (b), p. 309, and (iii) follows from formula 3.46 (a), p. 313 of [11].

We provide a brief proof based on invariance equations for the differential generator,
\[ \mathcal{D}_H = -\delta_H \nabla + \frac{1}{2} \sigma_H^2 \nabla^2. \]

To prove (i) let \( g(r) = \delta_{-1} H r \) so that \( \mathcal{D}_H g = -1 \). It follows that \( M_1(t) = t \wedge \tau_0 + g(H(t \wedge \tau_0)) \) is a martingale,
\[ E[t \wedge \tau_0 + \delta_{H}^{-1} H(t \wedge \tau_0)] = E[M_1(t)] = E[M_1(0)] = \delta_{H}^{-1} H(0). \]

Letting \( r \to \infty \) and applying the Dominated Convergence Theorem gives (i).

The function \( g : \mathbb{R}_+ \to \mathbb{R}_+ \) defined by \( g(r) := e^{\theta_H r}, \, r \in \mathbb{R} \), is in the null space of the differential generator for \( H \), which implies that \( M_{ii}(t) = e^{\theta_H H(t \wedge \tau_0)} \) is a local martingale. Uniform integrability can be established to conclude that with \( \tau = \min(\tau_{r_0}, \tau_0) \),
\[ E[M_{ii}(\tau)] = M_{ii}(0), \quad 0 \leq r \leq r_0. \]

Rearranging terms gives (ii).

To see (iii) we apply the differential generator to \( \Psi \) to obtain,
\[ \mathcal{D}_H \Psi = -\delta_H (\theta_H \mathbb{I}_{r < r_0} + m_H \mathbb{I}_{r \geq r_0}). \]
Here we have again used the fact that $D_H g = 0$. Substituting the definition of $m_H$ and writing $\mathbb{I}_{t<r_0} + \mathbb{I}_{t \geq r_0} = 1$ then gives,

$$D_H \Psi = \delta_H (\theta_H - (m_H + \theta_H) \mathbb{I}_{t \geq r_0}).$$

The function $\Psi$ satisfies $\Psi'(0) = 0$, so we can replace $D_H$ by $A_H$ in the expression above, which means that the process defined below is a local martingale,

$$M_{\text{iii}}(t) := \Psi(H(t)) - \delta_H \int_0^t (\theta_H - (m_H + \theta_H) \mathbb{I}_{H(s) \geq r_0}) \, ds, \quad t \geq 0.$$ 

It is in fact a martingale since it is uniformly integrable on any bounded interval. It is also uniformly integrable on $[0, r_0]$ which implies that,

$$\Psi(r) = M_{\text{iii}}(0) = \mathbb{E}[M_{\text{iii}}(\tau_0)] = \Psi(0) - \delta_H \mathbb{E} \left[ \int_0^{\tau_0} (\theta_H - (m_H + \theta_H) \mathbb{I}_{H(s) \geq r_0}) \, ds \right].$$

Rearranging terms gives for any $r_0 > 0$,

$$\mathbb{E} \left[ \int_0^{\tau_0} \mathbb{I}_{H(s) \geq r_0} \, ds \right] = \left( \delta_H (m_H + \theta_H) \right)^{-1} \left( \Psi(r) - \Psi(0) + \delta_H \theta_H \mathbb{E}[\tau_0] \right).$$

The expression (3.38) then follows.  \hfill \square

Based on the foregoing we now show that the function $h$ defined in (3.32) is smooth. We consider the normalized function $h_\bullet(x) = h(x) - h(x^p)$, $x \in \mathcal{X}$, with $x^p := (\bar{r}_p, 0)^T$. We obtain a useful representation for $h_\bullet$ through a particular construction of the state processes starting from various initial conditions. Based on a single Brownian motion $D$, we define on the same probability space the entire family of solutions to (2.3), denoted $\{X(t; x) : t \geq 0, \ x \in \mathcal{X}\}$.

The processes $X(t; x)$ and $X(t; x^p)$ have corresponding height processes $H^p(t; x)$, $H^p(t; x^p)$ satisfying $H^p(0; x^p) = 0$ and $H^p(0; x) \geq 0$. Consequently, the two processes couple at time $\tau_p(x) = \min\{t : H^p(t; x) = 0\} = \min\{t : H^p(t; x) = H^p(t; x^p)\}$. This combined with (3.32) implies the representation,

$$h_\bullet(x) = \mathbb{E}_x \left[ \int_0^{\tau_p(x)} \left( c(X(t; x)) - c(X(t; x^p)) \right) \, dt \right]$$

$$= \mathbb{E}_x \left[ \int_0^{\infty} \left( c(X(t; x)) - c(X(t; x^p)) \right) \, dt \right], \quad x \in \mathcal{X}. \tag{3.39}$$

In Proposition 3.3, the function (3.39) is compared to the function obtained when $X$ is replaced by the fluid model in which $\sigma_D = 0$. This deterministic process is denoted $x = (r, g^a)^T$, and satisfies for $t > 0$,

$$\frac{d}{dt} x(t; x) = \begin{cases} Bu^a+ & r(t; x) < \bar{r}^a; \\
Bu^a- & r(t; x) = \bar{r}^a, \ g^a(t; x) > 0; \\
Bu^a+ & \bar{r}^a \leq r(t; x) < \bar{r}^p, \ g^a(t; x) = 0; \\
0 & r(t; x) = \bar{r}^p, \end{cases}$$

where $u^a+$ and $u^a+$ are defined in (3.27), and $u^{a-} = (\zeta^{a+}, -\zeta^{a+})^T$. The potential jump at time $t = 0$ is identical to its stochastic counterpart (see (2.6).)
Proposition 3.3. Suppose that $X$ is controlled using an affine policy and that $h_\bullet$ is defined by (3.39). Denote by $h_0$ the corresponding function when $D = 0,$

$$h_0(x) = \int_0^\infty (c(x(t; x)) - c(x^p)) \, dt \quad x \in X.$$  

Then,

(i) The function $h_0$ is $C^1,$ and satisfies,

$$Dh_0 = -c + c(x^p) + \frac{1}{2} \sigma_D^2 \frac{\partial^2}{\partial r^2} h_0.$$  

(ii) The function $h_\bullet$ has the explicit form,

$$h_\bullet = h_0 + \ell + m$$

where $\ell$ is a continuous piecewise-linear function of $(r, g^a)^T,$ and $m$ is a piecewise exponential function of $r.$ The following identities hold whenever the derivatives are defined.

$$D\ell = -\left( c(x^p) + \frac{1}{2} \sigma_D^2 \frac{\partial^2}{\partial r^2} h_0 \right) + \eta, \quad Dm = 0.$$  

(iii) $h_\bullet$ is $C^1$ and satisfies the boundary conditions,

$$\frac{\partial}{\partial r} h_\bullet(x) + \frac{\partial}{\partial g^a} h_\bullet(x) = 0, \text{ when } r \geq \bar{r}^a;$$

$$\frac{\partial}{\partial r} h_\bullet(x) = 0, \text{ when } r + g^a \geq \bar{r}^p.$$  

Proof. The proof of Part (i) is similar to Proposition 4.2 of [50]. We first establish that $h_0$ is smooth. A representation of the derivative is obtained by differentiating the expression for $h_0$:  

$$\nabla h_0(x) = \int_0^\infty \nabla c(x(t; x)) \, dt \quad x \in X,$$

where the derivation is with respect to the initial condition $x.$ Following arguments in [50], it can be shown that this expression is continuous and piecewise-linear on $X.$ The expression $\langle \nabla h_0(x), Bu^a \rangle = -c(x) + c(x^p)$ follows from the Fundamental Theorem of Calculus and the representation,

$$h_0(x(s; x)) = \int_s^\infty (c(x(t; x)) - c(x^p)) \, dt \quad x \in X,$$

and this completes the proof of (i).

Parts (ii) and (iii) are proved in Appendix A of Chen’s thesis [12]. The explicit formulae require complex computations, but the qualitative results are straightforward: We have from (i),

$$Dh_0 = -c + b_0,$$

where $b_0$ is piecewise constant. Following the proof of (i) we can give an explicit expression for $\ell,$

$$\ell(x) = \int_0^{\bar{r}^p} (b_0(x(t; x)) - \eta) \, dt \quad x \in X,$$
where \( \tau_0^p = H^p(0; x)/\zeta^{p^+} = (\bar{r}^p - r + g^a)/\zeta^{p^+} \). This function is piecewise-linear and continuous, and satisfies,
\[
\mathcal{D} \ell = -b_0 + \eta,
\]
whenever \( \ell \) is differentiable. Hence \( h_0 + \ell \) satisfies Poisson’s equation for the differential generator. The function \( m \) is in the null space of the differential generator, and is constructed so that \( h_0 + \ell + m \) is \( C^1 \). It is of the specific form,
\[
m(r) = \begin{cases} 
A_p + B_p e^{-\theta_p r} & \bar{r}^a \leq r \leq \bar{r}^p; \\
A_a + B_a e^{-\theta_a r} & 0 \leq r < \bar{r}^a; \\
A_a + B_a & r < 0,
\end{cases}
\]
where the parameters \( \{\theta_a, \theta_p\} \) are defined in (2.15), and \( (A_a, A_p, B_a, B_p) \) are constants. \( \square \)

We can now obtain representations of the derivatives:

**Proposition 3.4.** Under an affine policy using any thresholds \( \bar{r}^p, \bar{r}^a \), the directional derivatives of the function \( h \) defined in (3.32) can be expressed as follows for \( x \in \mathcal{R}(\bar{r}) \),
\[
\langle \nabla h(x), I^2 \rangle = -E_x \left[ \int_0^{\tau_a} \lambda^a(X(t)) \, dt \right]
\]
\[
= -c^p E_\tau[p] + c^a E_x \left[ \int_0^{\tau_a} \mathbb{I}\{R(t) \leq \bar{r}^a\} \, dt \right]
\]
\[
(3.42)
\]
\[
\langle \nabla h(x), B^2 \rangle = E_x \left[ \int_0^{\tau_a} \lambda^a(X(t)) \, dt \right]
\]
\[
= c^a E_\tau[p] - c^{ba} E_x \left[ \int_0^{\tau_a} \mathbb{I}\{R(t) \leq 0\} \, dt \right].
\]
\[
(3.43)
\]

**Proof.** We omit the proof of (3.42) since it is similar (and simpler) than the proof of (3.43).

Equation (3.43) is based on the following representation of \( h \),
\[
(3.44) \quad h(x) = E_x \left[ \int_0^{\tau_a} \left( c(X(t)) - \eta \right) \, dt + h(X(\tau_a)) \right], \quad x \in X.
\]
This follows from the martingale property for \( M_h \) and the bound Proposition 3.1 (i) with \( m = 3 \) (which implies that the martingale is uniformly integrable on \([0, \tau_a]\)).

Suppose that \( X(0) = x \) lies in the interior of \( \mathcal{R}(\bar{r}) \) and consider the perturbation \( X^\varepsilon(0) = x^\varepsilon := x - \varepsilon B^2 \) for small \( \varepsilon > 0 \). The state processes \( \{X^\varepsilon : \varepsilon \geq 0\} \) are defined on a common probability space, with common demand process \( D \). We then have,
\[
X^\varepsilon(t) = X(t) - \varepsilon B^2, \quad 0 \leq t \leq \tau_a,
\]
and from (3.44) it follows that for all \( x \in X \),
\[
(3.45) \quad h(x) - h(x^\varepsilon) = E_x \left[ \int_0^{\tau_a} \left( c(X(t)) - c(X(t) - \varepsilon B^2) \right) \, dt + h(X(\tau_a)) - h(X(\tau_a) - \varepsilon B^2) \right].
\]

Proposition 3.3 and the Mean Value Theorem give,
\[
|h(X(\tau_a)) - h(X(\tau_a) - \varepsilon B^2)| = \varepsilon |\langle \nabla h(\bar{X}), B^2 \rangle|,
\]
where \( \bar{X} = X(\tau_a) - \varepsilon B^2 \) for some \( \bar{\varepsilon} \in (0, \varepsilon) \). We have \( R(\tau_a) = \bar{r}^a \), which implies that \( |\langle \nabla h(\bar{X}), B^2 \rangle| \rightarrow 0 \) with probability one as \( \varepsilon \rightarrow 0 \).
An application of Proposition 3.3 (iii) gives the following bound,
\[ \sup_{0 \leq \varepsilon \leq 1} \| \nabla h(y - \varepsilon B 1^2) \| \leq b_0 \| y \|, \quad y = (\bar{r}, g^a), \quad g^a \geq 0, \]
where the constant \( b_0 \) is independent of \( g^a \). Proposition 3.1 (i) with \( m = 3 \) implies uniform integrability, so that
\[ \lim_{\varepsilon \to 0} E[|\langle \nabla h(\bar{X}), B 1^2 \rangle|] = 0. \]
Multiplying the identity (3.45) by \( \varepsilon - 1 \) and applying Proposition 3.1 (i) once more gives,
\[ \lim_{\varepsilon \to 0} \varepsilon - 1 \left( h(x) - h(x^\varepsilon) \right) = E_x \left[ \int_0^{\tau_p} \lim_{\varepsilon \to 0} \varepsilon - 1 \left( c(X(t)) - c(X(t) - \varepsilon B 1^2) \right) dt \right], \quad x \in \mathcal{R}^a(\bar{r}), \]
which gives (3.43).

3.3. Optimization. In this section we apply Proposition 3.1 to show that the affine policy described in Theorem 2.4 is average-cost optimal. The treatment of the discounted case is identical - we omit the details.

The dynamic programing equations for the CBM model are written as follows,
\[
\text{Average cost:} \quad \left( D h_* + c - \eta_* \right) \wedge \left( \inf \left\{ \langle \nabla h_*(x), -Bu \rangle : u \in \mathbb{R}_+^2 \right\} \right) = 0 \\
\text{Discounted cost:} \quad \left( D K_* + c - \gamma K_* \right) \wedge \left( \inf \left\{ \langle \nabla K_*(x), -Bu \rangle : u \in \mathbb{R}_+^2 \right\} \right) = 0
\]
where the differential generator \( D \) is defined in (3.26) (see [3, 4, 10]). The function \( h_* : \mathcal{X} \to \mathbb{R}_+ \) in (3.46) is known as the relative value function, and \( \eta_* \) is the optimal average cost.

For the models considered here, however, we do not know if these value functions are \( C^2 \) on all of \( \mathcal{X} \). Hence the dynamic programing equation (3.46) or (3.47) is interpreted in the viscosity sense [26, 17] (alternatively, one can replace \( D \) by \( A \) in these definitions.)

The relative value function defines a constraint region for \( \mathcal{X} \) as follows: Define in analogy with (2.7),
\[
\mathcal{R}^p = \{ x \in \mathcal{X} : \langle \nabla h_*(x), B 1^1 \rangle < 0 \}, \quad \mathcal{R}^a = \{ x \in \mathcal{X} : \langle \nabla h_*(x), B 1^2 \rangle < 0 \}.
\]
Then, with \( \mathcal{R}^* := \text{closure} \{ \mathcal{R}^a \cup \mathcal{R}^p \} \), the optimal policy maintains for each initial condition,
\[ (3.48) \quad \text{(i) } X(t) \in \mathcal{R}^* \text{ for all } t > 0, \quad \text{(ii) With probability one (2.8) holds.} \]

A representation for \( h_* \) can be obtained through a generalization of the “stochastic shortest path” formulation of [25] to the continuous time case (see also [66, 67, 9, 45], and in particular [47, Theorem 1.7] where the extensions to continuous time are spelled-out.) Consider for any \( x \in \mathcal{X} \),
\[ h_o(x) := \inf E_x \left[ \int_0^{\tau_p} (c(X(t)) - \eta_*) dt \right], \]
where the stopping time \( \tau_p \) is defined for a general policy in (3.31), and the infimum is over all admissible \( I \). Under the optimal policy, the value function \( h_o \) solves the same
martingale problem as \( h_* \), that is \( \mathcal{A}h_0 = -c + \eta_* \). It is the unique solution to (3.46) (up to an additive constant) over all functions with quadratic growth.\(^1\)

Conversely, if a solution to (3.46) can be found with quadratic growth then this defines an optimal policy:

**Proposition 3.5.** Suppose that (3.46) holds for a function \( h_* \) satisfying for some \( b_0 < \infty \),

\[
-b_0 \leq h_0(x) \leq b_0 (1 + \|x\|^2), \quad x \in \mathbb{X}.
\]

Then for any Markov policy that gives rise to a positive recurrent process \( \mathbf{X} \) with invariant probability measure \( \pi \) we have \( \int c(x) \pi(dx) \geq \eta_* \). Moreover, this lower bound is attained for the process defined in \( \mathbb{R}^* \) satisfying (3.48).

**Proof.** Proposition 3.5 is a minor extension of [45, Theorem 5.2]. We sketch the proof here.

The essence of the dynamic programming equation (3.46) is that the process defined by

\[
M_{h_*}(t) = h_* (X(t)) - h_* (X(0)) + \int_0^t (c(X(s)) - \eta_*) \, ds, \quad t \geq 0,
\]

is a local submartingale for any solution \( \mathbf{X} \) obtained using an admissible idleness process \( I \): There exists a sequence of stopping times \( \{\tau^n\} \) satisfying \( \tau^n \uparrow \infty \), and the stochastic process defined by \( M^n_{h_*}(t) = M_{h_*} (t \wedge \tau^n) \) satisfies the sub-martingale property,

\[
\mathbb{E} [M^n_{h_*}(t + s) \mid \mathcal{F}_t] \geq M^n_{h_*}(t), \quad t, s \geq 0.
\]

We can in fact take \( \tau_n = \min\{t \geq 0 : h_*(X(t)) \geq n\} \). From the Monotone Convergence Theorem we obtain the bound,

\[
(3.49) \quad \mathbb{E}_x [h_* (X(t)) + \int_0^t c(X(s)) \, ds] \geq t\eta_* + h_* (x), \quad t \geq 0, \quad x \in \mathbb{X}.
\]

That is, the modifier ‘local’ can be removed: \( M_{h_*} \) is a sub-martingale.

Arguments used in [45, Theorem 5.2] imply that the following limit holds for a.e. \( x \in \mathbb{X} \) \([\pi]\) whenever \( \pi(c) < \infty \),

\[
\lim_{t \to \infty} t^{-1} \mathbb{E}_x [h_* (X(t))] = \lim_{t \to \infty} t^{-1} \mathbb{E}_x [\|X(t)\|^2] = 0.
\]

Consequently, letting \( t \to \infty \) in (3.49) gives, for a.e. \( X(0) = x \in \mathbb{X} \),

\[
\eta = \lim_{t \to \infty} t^{-1} \mathbb{E}_x \left[ \int_0^t c(X(s)) \, ds \right] \geq \eta_*.
\]

Moreover, if \( \mathbf{X} \) is defined under the optimal policy then \( M_{h_*} \) is a local martingale since Poisson’s equation holds,

\[
(3.50) \quad \mathcal{A}h_* = -c + \eta_*.
\]

If \( h_* \) has quadratic growth then \( M_{h_*} \) is a martingale (see prior footnote), and hence (3.49) can be strengthened to an equality,

\[
\mathbb{E}_x [h_* (X(t)) + \int_0^t c(X(s)) \, ds] = t\eta_* + h_* (x), \quad t \geq 0, \quad x \in \mathbb{X}.
\]

\(^1\)Uniqueness is established in [45, Theorem A3]. Although stated in discrete time, Section 6 of [45] describes how to translate to continuous time. Related results are obtained for constrained diffusions in [3].
This shows that \( \int c(x)\pi(dx) = \eta_* \) under the policy defined in (3.48).

We can now state the main result of this section. Recall that the thresholds \( \bar{r}^p \) and \( \bar{r}^a \) are defined in (2.19).

**Proposition 3.6.** The following hold for the CBM model under an affine policy:

(i) Suppose that primary service is specified using the threshold \( \bar{r}^p > \bar{r}^a \). If \( \bar{r}^a = \bar{r}^a^* \), then the solution to Poisson’s equation (3.32) satisfies,
\[
\langle \nabla h(x), BI^2 \rangle < 0, \quad x \in \mathcal{R}^a.
\]

(ii) If \( \bar{r}^p = \bar{r}^p^* \) and \( \bar{r}^a = \bar{r}^a^* \), then \( h \) satisfies in addition,
\[
\langle \nabla h(x), BI^1 \rangle < 0, \quad x \in \mathcal{R}^p.
\]

Consequently, \( h \) solves the dynamic programming equation (3.46).

**Corollary 3.7.** For any given \( \bar{r}^p > \bar{r}^a \), the optimal policy over all \( G^a \) is the affine policy obtained using the same \( \bar{r}^a^* \).

**Proof of Proposition 3.6.** Recall that under an affine policy, \( H^p \) is a one-dimensional RBM. For an initial condition \( x \in \mathcal{R}(\bar{r}) \) satisfying \( g^a = G^a(0) > 0 \), the height process \( H^p \) evolves as a one-dimensional RBM up to the first time \( t > 0 \) that \( G^a(t) = 0 \).

Part (i). We begin by considering the right hand side of (3.43). We show that this is strictly negative on \( \mathcal{R}^a(\bar{r}) \) when \( \bar{r}^a = \bar{r}^a^* \) through an analysis of the height process \( H^a \).

The gradient formula (3.43) can be expressed in terms of the height process (3.35) via,
\[
\langle \nabla h(x), B1^2 \rangle = c^a \mathbb{E}[^{\tau_a} \mathbb{E} \left[ \int_0^{\tau_a} \mathbb{I} \{ H^a(t) \geq \bar{r}^a \} \, dt \right]].
\]

The stopping time \( \tau_a \) can be interpreted as the first hitting time to the origin for \( H^a \). The following identities are obtained in Proposition 3.2:
\[
\mathbb{E}[\tau_a] = \delta_H^{-1} r, \quad \mathbb{E}_x \left[ \int_0^{\tau_a} \mathbb{I} \{ H^a(t) \geq \bar{r}^a \} \, dt \right] = \left( \Psi(r) - 1 + \theta_H r \right) \left( \delta_H \theta_H e^{\theta_H \bar{r}^a} \right)^{-1},
\]

where \( \Psi \) is defined in (3.37) by
\[
\Psi(r) = \begin{cases} 
   e^{\theta_H r} - \theta_H r & r < r_0 \\
   e^{\theta_H r_0} - \theta_H r_0 + m_H (r - r_0) & r \geq r_0,
\end{cases}
\]

with \( r_0 = \bar{r}^a \), \( r = H^a(0) = \bar{r}^a - r \geq 0 \), and \( \delta_H = \xi^+ + \zeta^+ \). Consequently, (3.51) can be expressed,
\[
\langle \nabla h(x), B1^2 \rangle = \Phi(r) := c^a \delta_H^{-1} r - c^b \left( \Psi(r) - 1 + \theta_H r \right) \left( \delta_H \theta_H e^{\theta_H \bar{r}^a} \right)^{-1}, \quad r \geq 0.
\]

The function \( \Psi \) is convex, with \( \Psi(0) = 1 \) and \( \Psi'(0) = 0 \). Consequently, the function \( \Phi \) defined above is concave, strictly concave on \( [0, \bar{r}^a] \), with \( \Phi(0) = 0 \). To show that \( \Phi \) is negative on \( (0, \infty) \) it suffices to show that \( \Phi'(0) \leq 0 \).

The derivative at zero is expressed,
\[
\Phi'(0) = c^a \delta_H^{-1} - c^b \left( \Psi'(0) + \theta_H \right) \left( \delta_H \theta_H e^{\theta_H \bar{r}^a} \right)^{-1} - \delta_H^{-1} \left( c^a - c^b e^{-\theta_H \bar{r}^a} \right).
\]

When \( \bar{r}^a = \bar{r}^a^* \) we have \( e^{-\theta_H \bar{r}^a} = c^a / c^b \), so that \( \Phi'(0) = 0 \).
Part (ii). We next consider $\langle \nabla h, B^1 \rangle$ for $x \in R^a$ when $\bar{r}^{p*}$ and $\bar{r}^{a*}$ are given by (2.19).

Consider the height process relative to $\bar{r}^p$ defined in (3.34). By the foregoing analysis we have on $R^a$,

$$\langle \nabla h, 1^2 \rangle = \langle \nabla h, B1^2 \rangle < 0.$$ Consequently, to show that $\langle \nabla h, B1^1 \rangle < 0$ it is sufficient to show that $\langle \nabla h, 1^2 \rangle \geq 0$. This derivative is given in (3.42), which can be expressed in terms of the height process,

$$\langle \nabla h, 1^2 \rangle = C^\theta E \left[ \int_0^{\tau_p} \mathbb{1}\{H^p(t) \geq r_0 \} \, dt \right] - C^\theta E[\tau_p],$$

where $r_0 = \bar{r}^p - \bar{r}^a$. Proposition 3.2 then gives, with $r = H^p(0)$,

$$\langle \nabla h, 1^2 \rangle = C^\theta \left( \Psi'(r) - 1 + \theta_H r \right) \left( \delta_H \theta_H e^{\theta_H r_0} \right)^{-1} - C^\theta \delta_H^{-1} r.$$ The drift parameter for $H^p$ is $\delta_H = \zeta^{p+}$. The parameter $\bar{r}^{p*}$ is chosen so that $e^{\theta_H r_0} = C^a / C^p$, which on substitution gives,

$$\langle \nabla h, 1^2 \rangle = C^\theta \delta_H^{-1} \left( \theta_H^{-1} (\Psi'(r) - 1 + \theta_H r) - r \right) = C^\theta \delta_H^{-1} \theta_H^{-1} (\Psi'(r) - 1).$$

For $r \geq r_0 > 0$ (equivalently, $r < \bar{r}^a$), we obtain from the definition of $\Psi$,

$$\langle \nabla h, 1^2 \rangle \geq C^\theta \delta_H^{-1} \theta_H^{-1} (e^{\theta_H r_0} - \theta_H r_0 - 1) > 0.$$ We conclude that $\langle \nabla h, 1^1 \rangle < 0$ on $R^a$.

Finally we demonstrate that $\langle \nabla h, B1^1 \rangle < 0$ on $R^p \backslash R^a$. For an initial condition $x \in R^p$ satisfying $\bar{r}^a \leq r < \bar{r}^p$ we can write,

$$h(x) = E_x \left[ \int_0^\tau (c(X(t)) - \eta) \, dt + h(X(\tau)) \right]$$

where $\tau = \min(\tau_a, \tau_p)$. Recall that $\langle \nabla h(x), 1^1 \rangle = 0$ if $\tau = \tau_p$. Consequently, using familiar arguments,

$$\langle \nabla h(x), 1^1 \rangle = E[\delta^{\theta} \tau + \langle \nabla h(X(\tau)), 1^1 \rangle]$$

$$= E\left[ (\delta^{\theta} \tau_a + \langle \nabla h(x^a), 1^1 \rangle) \mathbb{1}\{\tau_a \leq \tau_p \} + \delta^{\theta} \tau_p \mathbb{1}\{\tau_a > \tau_p \} \right],$$

where $\tau_a = (\bar{r}^a, 0)^T$. On rearranging terms and applying the strong Markov property we obtain,

$$\langle \nabla h(x), 1^1 \rangle = C^\theta E_x[\tau_p] + (\langle \nabla h(x^a), 1^1 \rangle - C^\theta E_{x^a}[\tau_p]) P\{\tau_a > \tau_p \}.$$ Consideration of the height process $H^p$ then gives,

$$\langle \nabla h(x), 1^1 \rangle = C^\theta \delta_H^{-1} r + (\langle \nabla h(x^a), 1^1 \rangle - C^\theta \delta_H^{-1} r_0) P_H\{\tau_{r_0} > \tau_0 \},$$

where $r_0 = \bar{r}^p - \bar{r}^a$ and the probability on the right hand side is with respect to the height process: Proposition 3.2 gives $P_H\{\tau_{r_0} \leq \tau_0 \} = (e^{\theta_H r_0} - 1)^{-1}(e^{\theta_H r} - 1)$.

Equation (3.52) provides an expression for the derivative of $h$ at $x^a$,

$$\langle \nabla h(x^a), 1^1 \rangle = -\langle \nabla h(x^a), 1^2 \rangle = -C^\theta \delta_H^{-1} \theta_H^{-1} (e^{\theta_H r_0} - \theta_H r_0 - 1).$$ Combining this identity with (3.53) we obtain,

$$\langle \nabla h, 1^1 \rangle = C^\theta \delta_H^{-1} \left( r - \theta_H^{-1} (e^{\theta_H r_0} - 1) P_H\{\tau_{r_0} > \tau_0 \} \right)$$

$$= C^\theta \delta_H^{-1} \left( r - \theta_H^{-1} (e^{\theta_H r} - 1) \right), \quad 0 \leq r \leq r_0.$$
The right hand side is strictly negative for \( r > 0 \).

The proof of Theorem 2.6 is identical to the simpler setting of Section 3.3. We demonstrate that the solution to Poisson’s equation \( h \) under the affine policy solves the dynamic programing equation,

\[
\left(Dh_s(x) + c - \eta_s\right) \land \left(\inf\{\nabla h_s(x), -Bu\} : u \in \mathbb{R}^{K+1}_+\right) = 0, \quad x \in X,
\]

where here we let \( B \) denote the \((K+1) \times m\) matrix defined by \( B(1,i) = 1 = B(i+1,i) = 1 \) for each \( i \), and \( B(i,j) = 0 \) for all other indices \((i,j)\).

**Proof of Theorem 2.6.** The proof that \( \langle \nabla h(x), B1^i \rangle \) is non-positive for \( i = 1 \) and \( i = K+1 \) is identical to the proof of Theorem 2.4. To obtain the analogous result for \( i \in \{2, \ldots, m\} \) we apply similar reasoning. Exactly as in (3.43), it can be shown that for \( x \in \mathbb{R}^{a_i} \),

\[
\langle \nabla h(x), B1^i \rangle = c^{a_i} E[\tau_{a_i}] - c^{a_i+1} E_{x}[\int_0^{\tau_{a_i}} I\{R(t) \leq \bar{r}^{a_i+1}\} dt],
\]

where \( \tau_{a_i} := \inf\{t \geq 0 : R(t) = \bar{r}^{a_i}\} \).

To compute the right hand side of (3.54) we again construct a one-dimensional Brownian motion to represent these expectations. Define for \( R(0) = q < \bar{r}^{a_i} \),

\[
H^{a_i}(t) := \bar{r}^{a_i} - R(t) + \sum_{j>i} G^{a_j}(t), \quad t \geq 0.
\]

This is described by,

\[
dH^{a_i}(t) = -\zeta_i^+ dt + dI^{a_i}(t) + dD(t), \quad t \geq 0 \quad \text{while} \quad G^{a_i}(t) > 0.
\]

Consequently, we can write using (3.54),

\[
\langle \nabla h(x), B1^i \rangle = c^{a_i} E[\tau_{a_i}] - c^{a_i+1} E_{x}[\int_0^{\tau_{a_i}} I\{H^{a_i}(t) \geq (\bar{r}^{a_i} - \bar{r}^{a_i+1})\} dt],
\]

and \( \tau_{a_i} \) coincides with the first hitting time to the origin for \( H^{a_i} \). Consequently, applying Proposition 3.2,

\[
\langle \nabla h(x), B1^i \rangle = c^{a_i} \delta_H^{-1} r - c^{a_i+1} \left(\Psi(r) - 1 + \theta_H r\right)\left(\delta_H - c^{a_i+1}\right)^{-1}, \quad r \geq 0,
\]

where \( \theta_H = 2\zeta_i^+ / \sigma_D^2 \), and the function \( \Psi \) is defined in (3.37). The remainder of the proof is identical to the proof of Proposition 3.6 using the formula \( e^{-\theta_H \bar{r}^{a_i}} = c^{a_i} / c^{a_i+1} \). \( \square \)

4. Conclusions

Theorem 2.4 establishes an explicit formula for reserves in the dynamic newsboy model. Optimal reserves are high whenever there is high variability in demand, or significant ramping constraints on production. These conclusions are (qualitatively) consistent with the substantial reserves maintained in any major power market.

Many conclusions are reasonably robust to modeling assumptions. An investigation of the impact of uncertainty of supply is carried out in [44] based on ideas in this paper. Some preliminary numerical studies to investigate the impact of correlation are contained in [12]. In most cases a Brownian model predicts with reasonable accuracy approximate values for optimal hedging points, where the variance chosen in the diffusion model is the asymptotic variance for a discrete model (i.e. the Central Limit Theorem variance.)
Our focus in current research is the decentralized market problem, for which Theorem 2.4 and Theorem 2.5 have clear implications: If the prices \( \{c^p, c^a\} \) are the prices charged to the consumer by the supplier, the supplier will assume that the consumer will optimize based on what it is charged. The formulae given in these two theorems quantify the observation: 
*When \( \theta_p \) is small, then the fair price for ancillary service may be extremely high.* The parameter \( \theta_p \) is small if there is significant variability in demand, or if the maximum ramp-up rate for primary service is small. This is an important observation critical for interpreting a market outcome sustaining the optimal allocation [15, 44].

It is a task of fundamental importance to build robust market rules that can withstand considerable volatility and possible strategic manipulation by the players. We need to move beyond a static analysis in order to address issues surrounding reliability and dynamics in a market setting.
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